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 Accounts Needed for Pt. 2, Competition

kaggle.com

wandb.ai

colab.research.google.com
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The W&B Course

www.wandb.courses



The Goal
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October 2022

Just Stop
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Three principles of an ideal ML workflow

Reproduce
to reduce key-person 
dependencies

Rapidly iterate
to continuously refine 
and optimize models

Collaborate
to ensure knowledge transfer 
across the organization

#
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A system of record for all ML workflows

#
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A system of record for all ML workflows

#
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!pip install wandb   # Install W&B

wandb.init()         # Start experiment
wandb.log(metrics)   # Log metrics + more!

A system of record for all ML workflows

Get started in 60 seconds

#


Yes, you really can get started in 60 seconds.
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https://colab.research.google.com/drive/1O7V9EF11-XSvX6PIIY-3J4_2jb4WVLqH#scrollTo=sOl2HM3kq7ji


A system of record for wandb.Image
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       Experiment Tracking



A system of record for wandb.Object3D
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       Experiment Tracking



A system of record for wandb.Audio
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       Experiment Tracking



A system of record for wandb.Video
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       Experiment Tracking



A system of record for wandb.plots.POS
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       Experiment Tracking



A system of record for wandb.Html
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       Experiment Tracking



A system of record for all types of data!

31

       Experiment Tracking

wandb.Image

wandb.Object3D

wandb.Molecule

wandb.Video

wandb.Html

wandb.log(               )

For a complete set of types, visit docs.wandb.ai

https://docs.wandb.ai/ref/python/data-types


Ask questions about your data and models
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Ask questions about your data (and models)
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       Tables – DataFrames with rich media support

Filter
df.loc[...]



Ask questions about your data (and models)
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       Tables – DataFrames with rich media support

Filter
df.loc[...]

Split-Apply-Combine
df.groupby(...).agg(...)



Ask questions about your data (and models)
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       Tables – DataFrames with rich media support

Filter
df.loc[...]

Split-Apply-Combine
df.groupby(...).agg(...)

Facet / Plot
df.plot(...)



How do I ask questions about non-tabular data?
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Ask questions about your data (and models)

38

       Tables – DataFrames with rich media support

❌ Classic DataFrames



Ask questions about your data (and models)
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       Tables – DataFrames with rich media support

❌ Classic DataFrames ✅ wandb.Table



Ask questions about your data (and models)
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       Tables – DataFrames with rich media support

✅ wandb.Table Table.groupby(“label”)



How do I ask questions about training?
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Easily and systematically search hyperparameters
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       Sweeps



Ask questions about your data (and models)
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       Sweeps – Easily search hyperparameters

program: train.py

method: bayes

metric:

 name: valid_loss

 goal: minimize

parameters:

 batch_size:

   values: [32, 64]

 mixup_alpha:

   values: [0.2, 0.5, 0.8]

 optimizer:

   values: ["adam", "ranger"]

 encoder:

   values: ["resnet18", "resnet34", "resnet50", "resnet101"]
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Three principles of an ideal ML workflow

Reproduce
to reduce key-person 
dependencies

Rapidly iterate
to continuously refine 
and optimize models

Collaborate
to ensure knowledge transfer 
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Example Pipeline
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preprocess.py Training Data

train.py
Fine-tuned 

Model

Pretrained 
Model

Raw Data

eval.py

Eval Data

       Artifacts – Version data and models across your pipeline



Example Pipeline

Bad predictions!
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       Artifacts – Version data and models across your pipeline

preprocess.py Training Data

train.py
Fine-tuned 

Model

Pretrained 
Model

Raw Data

Bad Pred
eval.py

Eval Data



Example Pipeline

Bad predictions because of training?
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       Artifacts – Version data and models across your pipeline

preprocess.py Training Data

train.py
Fine-tuned 

Model

Pretrained 
Model

Raw Data

Bad Pred
eval.py

Eval Data



Example Pipeline

Bad predictions because of pretrained models?
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       Artifacts – Version data and models across your pipeline

preprocess.py Training Data

train.py
Fine-tuned 

Model

Pretrained 
Model

Raw Data

Bad Pred
eval.py

Eval Data



Example Pipeline

Bad predictions because of preprocessing?
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preprocess.py Training Data

train.py
Fine-tuned 

Model

Pretrained 
Model

Raw Data

Bad Pred
eval.py

Eval Data

       Artifacts – Version data and models across your pipeline



Example Pipeline

Bad predictions because of raw data?
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preprocess.py Training Data

train.py
Fine-tuned 

Model

Pretrained 
Model

Raw Data

Bad Pred
eval.py

Eval Data

       Artifacts – Version data and models across your pipeline



Example Pipeline

Bad predictions because of multiprocessing?
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       Artifacts – Version data and models across your pipeline

preprocess.py Training Data

train.py
Fine-tuned 

Model

Pretrained 
Model

Raw Data

Bad Pred
eval.py

Eval Data



Example Pipeline

Bad predictions because of multiprocessing?
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       Artifacts – Version data and models across your pipeline

preprocess.py Training Data

train.py
Fine-tuned 

Model

Pretrained 
Model

Raw Data

Bad Pred
eval.py

Eval Data



Example Pipeline

Bad predictions because of multiprocessing?
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       Artifacts – Version data and models across your pipeline

preprocess.py Training Data

train.py
Fine-tuned 

Model

Pretrained 
Model

Raw Data

Bad Pred
eval.py

Eval Data

How do you debug a model pipeline?



Check the Code
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Example Pipeline

Problem with code?  More than git diff
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       Artifacts – Version data and models across your pipeline

Training Data

Fine-tuned 
Model

Pretrained 
Model

Raw Data

Bad Pred
eval.py

Eval Data

preprocess.py

train.py



Example Pipeline
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       Artifacts – Version data and models across your pipeline

preprocess.py

train.py

Bad Pred
eval.py

What about the input/output artifacts?

Training Data

Fine-tuned 
Model

Pretrained 
Model

Raw Data

Eval Data



Check the inputs
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Example Pipeline

Bad predictions because of Raw Data
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       Artifacts – Version data and models across your pipeline

preprocess.py Training Data

train.py
Fine-tuned 

Model

Pretrained 
Model

Raw Data

eval.py

Eval Data

Version: 1.0.3
Changed: March 12, 2022
By: Andrew Truong

Diff:
● Changed bounding box 

definitions



Example Pipeline

Good predictions after reverting Raw Data
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       Artifacts – Version data and models across your pipeline

preprocess.py Training Data

train.py
Fine-tuned 

Model

Pretrained 
Model

Raw Data

eval.py

Eval Data

Version: 1.0.2
Changed: March 11, 2022
By: Ben Sherman

Diff:
● Added 1713 new images
● Updated annotations.json



Check the outputs
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eval.py

       Tables – DataFrames with rich media support
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Three principles of an ideal ML workflow
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dependencies
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Check any metrics
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       Interactive Dashboards



Check any metrics
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       Interactive Dashboards



Unified Reporting and Dashboarding
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Open Source 
Research



The world s̓ leading ML teams trust us

#


The top open source research orgs use us

EleutherAI LAION CarperAI Harmonai

OpenFold

Craiyon
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Integrations



Fits into your workflow

Instrumented into over 
6,000 popular ML repos 

Runs on every cloud 
or in your own infra

Integrated into every 
popular ML framework
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Competition Time!

wandb.me/xx
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The W&B Course

www.wandb.courses
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Thank You!
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Join us and our ML community!

● Fully Connected – wandb.me/fc

● YouTube – wandb.me/youtube

● Twitter – wandb.me/twitter
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October 2022

Appendix



Andrew s̓ Presentation
https://www.youtube.com/watch?v=Se1HvbAM0O4&t=12s
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https://www.youtube.com/watch?v=Se1HvbAM0O4&t=12s

