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Abstract—Context-driven query extraction for content-based
recommender systems faces the challenge of dealing with queries
of multiple topics. In contrast to manually entered queries, for
automatically generated queries this is a more frequent problem.
For instances if the information need is inferred indirectly via
the user’s current context. Especially for federated search systems
were connected knowledge sources might react vastly differently
on such queries, an algorithmic way how to deal with such
queries is of high importance. One such method is to split mixed
queries into their individual subtopics. To gain insight how a
multi topic query can be split into its subtopics we conducted
an evaluation where we compared a naive approach against a
more complex approaches based on word embedding techniques:
One created using Word2Vec and one created using GloVe. To
evaluate these two approaches we used the Webis-QSeC-10 query
set, consisting of about 5,000 multi term queries. Queries of this
set were concatenated and passed through the algorithms with
the goal to split those queries again. Hence the naive approach is
splitting the queries into several groups, according to the amount
of joined queries, assuming the topics are of equal query term
count. In the case of the Word2Vec and GloVe based approaches
we relied on the already pre-trained datasets. The Google News
model and a model trained with a Wikipedia dump and the
English Gigaword newswire text archive. The out of this datasets
resulting query term vectors were grouped into subtopics using
a k-Means clustering. We show that a clustering approach based
on word vectors achieves better results in particular when the
query is not in topical order. Furthermore we could demonstrate
the importance of the underlying dataset.

I. INTRODUCTION

Since the emergence of content-based recommender systems
automated context-driven query extraction, which is closely
related to just in time retrieval [1], is becoming increasingly
popular. One of the challenges within this field is relevant
context identification [2], since the performance of a content-
based document recommender system is mainly determined
by the quality of the initial extracted query, i.e. how well
the query captures the potential user’s information need. The
presented work emerged from the EEXCESS (Enhancing
Europe’s eX-change in Cultural Educational and Scientific
reSources) project. The project is open-source and can be ob-
tained from GitHub1. The goal of this project is to recommend
high quality content to users from a large range of different
knowledge sources from the field of cultural heritage and

1https://github.com/EEXCESS/recommender.git

scientific literature. In this setting it is expected that the query
has not been explicitly stated by the user but is automatically
derived from the user’s context. Hence, the challenge in such
a setting is to identify the topics, which might be of interest
to the user. In settings like these literature suggests that it
might be beneficial to cover multiple topics, since the actual
interest of the user cannot always be correctly determined [1].
Additional strategies are to increase the diversity and novelty
within results, increasing the chances that one of the presented
results prove beneficial to the user. These techniques have
shown to be of value to achieve user satisfaction, specially
in a recommendation related context.

Therefore it might appear reasonable for a system that
automatically infers a query from a user’s context to merge
multiple topics into a single query. While such a procedure
will certainly work in many cases, there is a downside of
including several topics within such automated queries, es-
pecially if the topics address independent aspects of the user’s
information need. Connected sources in federated retrieval
systems might not respond well to such queries, especially if
they are unusual long. This might lead to stations, where the
connected source does not return any result at all. For instance,
if the underlying search engine combines all query terms
into a conjunctive query, dramatically lowering the chances
of retrieving document containing all query terms. For that
reason it might be beneficial if the query could be topically
partitioned, specifically for such sources. In such a scenario the
original query would first be split into topically coherent sub-
queries, which would be individually submitted to the sources,
resulting in multiple result lists. These result lists would then
be aggregated in a single consolidated result list later on.

Most proposed approaches for query splitting or similar
fields in literature appear to rely on two sources of information.
Either they rely on initially retrieving documents or they make
use of query logs. In a federated setting, consisting of multiple,
independent connected sources, following a probing approach
might introduce a high latency and thus cause longer response
times. The second approach might also not appropriate for
an federated search system. Particularly, in cases where the
queries are automatically generated. Therefore it is expected,
that the query logs will only contain the automatically inferred
queries and will be heavily biased by the particular algorithm



Fig. 1. Overview of the query processing pipeline. At first the query is tested
whether it contains multiple, independent topics. If not, the query can be
directly sent to the connected sources, otherwise the number of topics can be
estimated. The focus of our work is then the splitting of a multi-topic query
given the estimation of the number of topics.

on which the queries have been originally generated. Here
an approach that avoids the additional latency and any un-
wanted bias would be preferred. Instead of making use of the
information directly available to system (search results, query-
logs), one can resort to the use of external knowledge sources.
Examples for approaches that rely on knowledge bases are
Word2Vec2 and GloVe3.

Both gained a lot of attention recently and proved to be
helpful for a number of tasks, including the field of Informa-
tion Retrieval. In this work we evaluate two approaches against
each other and show that knowledge based approach, with the
correct parameters like a dedicated trained vector-space model,
has the potential to achieve adequate results without relying
on the data from the actual source.

II. RELATED WORK

Topical query splitting in the field of Natural Language
Processing (NLP) is not yet extensively researched. In their
work Yu et al. [3] proposed three approaches to split queries
into different separated topics. Namely ‘Relevance-Feedback-
Based Clustering‘, ‘Term-Based Clustering‘ and ’Document-
Based Clustering’.
’Relevance-Feedback-Based Clustering’ is an adoption of

2https://code.google.com/archive/p/word2vec/
3http://nlp.stanford.edu/projects/glove/

Boroding’s [4] iterative method to group initially retrieved
documents to query terms of the initial query. The top words
of these groups are extracted from the documents content to
create new sub queries with which the process is repeated.
’Term-Based Clustering’ takes the ambiguity of query terms
into account. Using Rocchio’s query expansion algorithm
to assign documents to each query term and calculate the
cosine correlation to cluster the terms into a agglomerative
hierarchical cluster. In the final step the cluster tree is cut into
groups that represent the sub query.
’Document-Based Clustering’ is similar to the Term-Based
clustering but takes the diversity of the top retrieved documents
into account.
All these three approaches rely on the preliminary retrieved
top results according to the query. Other approaches, that are
not directly targeted on query splitting but on query topic
detection, rely on the use of query logs and try to identify
latent topic [5], [6]. In the related field of query segmentation
the usage of external knowledge bases has already proven to
be effective [15]. Query segmentation typically does not split
a query but tries to identify important phrases and concepts
within the query.

Parts of this work rely on Word2Vec, which received a lot
of attention recently, as it provided good results in many text
mining scenarios. Word2Vec is a tool that can be used to
provide an bag-of-words based vector representation of words
and phrases. Here an text corpus is taken as input to extract a
vocabulary of which vectors of the relation of this vocabulary
are learned by a predictive model [7], [8]. In contrary for
the second word vector based approach we rely on ”Global
Vectors for Word Representation” (GloVe) [?] which is similar
to Word2Vec but based on a count-based model instead of
a predict model. A comprehensive comparison of this two
concepts can be found in the work of Baroni et al. [?].

The in this work presented evaluation does not directly
addresses the estimation of the amount of topics within the
query and relies on prior knowledge which is needed for both
approaches; the amount of covered topics. Nevertheless one
can refer to the estimation approach of Tibshirani et al. [?] by
the use of gap statistics and the more recent work of Pham et
al. [?].

III. SYSTEM

The motivation for the work presented in this paper is
the scenario of a federated recommender system in an un-
cooperative setting. Here the uncooperative property of the
connected sources stems from the fact, that these source cannot
be changes or their behaviour cannot be altered, apart from the
submitted query. Thus, the query needs to be designed in a way
that it optimally matches the individual sources, which might
be vastly different to each other. For example, some sources
combine query terms via an OR operator (disjunction query),
while others combine query terms via an AND operator (con-
junction query). Some sources even sport a more sophisticated
query analysis and processing process.



The target of the EEXCESS system is to support users
from the cultural heritage domain, thus the majority of the
sources connected to the federated recommender contain con-
tent like museum objects, e.g. pictures of coins. Apart from the
federated recommender, the EEXCESS system consists of a
number of other components to achieve its goal. At first, there
are a number of components to interact with the users, for
example a browser extension. This components continuously
tracks the user interactions with the browser, this the goal to
i) precisely assess the current user’s information need, and ii)
provide means to display recommendation to the user, without
obstruction the user’s work flow. Given the user’s consent, the
history of the user is tracked, i.e. the sequences of visited Web
pages. To improve the automatic query generation process, the
currently opened Web page is analyzed in more detail. This
task is conducted by the C44 library. Here an algorithm tries
to detect the paragraph, which is most likely to be currently
read by the user. Next another library, the so called DoSeR5

service [9], is invoked to analyze the current paragraph, which
is then used to fully automatically formulate a query.

This query should reflect the content of the user’s current
context. In many cases this context may be composed out
of a number of different topics, that might either be closely
related or only loosely related to each other. The query is
then submitted to the federated recommender component6. The
task of this component is to process the query further and to
distribute the query to all connected sources, collect the results
and to combine all results into a single aggregated result list. In
order to achieve its goal for each connected source, there are
additional adapter components, called partner recommender.
These adapter components are responsible to transform and
translate the query in a way that the sources will be able
to generate optimal results. In order to achieve its goal, the
adapter may need to split multi-topic queries into separate
queries, which are processed independent from each other.

IV. QUERY SPLITTING

The main goal of the presented work is to get an insight
into the impact of different query splitting algorithms with
a focus of their use within a federated search setting. An
schematic overview of the query processing pipeline is given
in Figure 1. The priority here is to create solution that is neither
depending on the query extraction algorithm, which might
change over time, nor makes use of probing of the partners
which adds additional processing time. In order to achieve
this, we compare two vastly different approaches with each
other: a) a very simple approach, and b) a more sophisticated
classification based approach, making use of algorithms, which
are currently considered as state-of-the-art in many text mining
tasks. Within both approaches the only preprocessing step that
is applied on the initial queries was stop word removal.

4https://github.com/EEXCESS/c4
5https://github.com/EEXCESS/DoSeR
6https://github.com/EEXCESS/recommender

a) Split Approach: The first approach is the most ob-
vious solution. Here the query is just split into groups of
equal length of query terms according to the amount of joined
queries. This approach seems only to be feasible in a setting
where topics within the joined queries are evenly distributed.
The results obtained with such an algorithm should give a
basic understanding of how hard the task of query splitting is.
In order for such a simple approach to produce meaningful
results we designed part of the evaluation in such a way that
this algorithm produce close to optimal results.

b) Word Vector Classification Based Approach: The sec-
ond approach is based on the Word2Vec and on the GloVe
algorithm. For the Word2Vec based evaluation we relied on the
already pre-trained Google news model. The model contains a
300-dimensional vectors for about 3 million words extracted
from the Google News dataset7. It can be expected that
the approach would benefit from a dedicated trained model
closer to the domain of the queries. The dataset8 utilized
for the GloVe based evaluation is a fusion of two different
datasets. On one hand a Wikipedia dump 9 of 2014 and on the
other hand the English Gigaword Fifth Edition 10 containing
newswire text data. For each query term within the query the
word vectors were extracted from one of the models. To also
take the position into account these vectors were expanded
by the position of the word within the query. The vectors
were then used to group the according query terms with the
well known k-means algorithm [10]. K-means was initialized
with the number of cluster centroids according to the chosen
amount of queries merged.

V. EVALUATION SETUP

Since dataset containing content-based automated context-
driven queries are difficult to obtain we decided to rely on
an already well studied dataset. The Webis-QSeC-10 training
set [11] containing about 5000 queries extracted out of query
logs. The queries within the query set are user formulated
queries that were further annotated highlighting segments
within each query via crowdsourcing. Although the dataset
contains user formulated queries it should be still adequate
to gain insights about the performance of the two proposed
approaches. Another motivation for using this data-set is the
fact, that it contains only a limited amount of named entities as
multi-term expressions. Often queries will contain such named
entities, which can be addressed by dedicated mechanism to
detect such expressions. For this particular data-set such tools
are not strictly needed, allowing us to study the isolated impact
of the query splitting algorithms.

In the first evaluation setup N unrelated queries of the
dataset are joined, were as N ranges from 2 to 4. In this
first setup we assume that the queries send to the system are
in a topical sequence. For example in a context-driven query

7https://drive.google.com/file/d/0B7XkCwpI5KDYNlNUTTlSS21pQmM/
edit?usp=sharing

8http://nlp.stanford.edu/data/glove.6B.zip
9http://dumps.wikimedia.org/enwiki/20140102/
10https://catalog.ldc.upenn.edu/LDC2011T07



TABLE I
RAND INDEX RESULTS OF THE TWO SPLITTING APPROACHES WITHIN THE

FIRST SCENARIO WHERE THE POSITION IS TAKEN INTO ACCOUNT. THE
VALUES DESCENT FROM ITERATION TO ITERATION FOR EACH OF THE

APPROACHES.

Two Queries Three Queries Four Queries
Word2Vec Kmeans Rand Index 0.710 0.643 0.595
GloVe Kmeans Rand Index 0.729 0.697 0.648
Split Approach Rand Index 0.717 0.664 0.631

TABLE II
V-MEASURE RESULTS OF THE TWO SPLITTING APPROACHES WITHIN THE

FIRST SCENARIO WHERE THE POSITION IS TAKEN INTO ACCOUNT. THE
V-MEASURE VALUES SEEM TO BE ALMOST INDEPENDENT FROM THE

AMOUNT OF MIXED QUERIES.

Two Queries Three Queries Four Queries
Word2Vec Kmeans V-Measure 0.770 0.770 0.769
GloVe Kmeans V-Measure 0.788 0.806 0.780
Split Approach V-Measure 0.775 0.781 0.789

extraction approach based on paragraphs it might happen that
two paragraphs are falsely unified and detected as only one.
(e.g Two different article snippets on a news page detected as
being just one snippet.) In that case the extracted query terms
would consist of topically unrelated groups but might still be
in the correct sequence. Therefore the queries are kept in their
original order in the approach as well.

The second evaluation setup differs from the first setup by
the assumption that the query terms might no be send in a
topically related order. This might happen for example in a
system that extracts keywords out of a paragraph and returns
a weighted list of important query terms. In this case the
query terms might have several mixed topics which can not
be distinguished only by their order. Therefore the already
joined queries were randomized. Again both approaches were
applied on the resulting list of query terms.

Both evaluation setup were tested with all queries in Webis-
QSeC-10 combined in group of two queries, three queries and
four queries.

We chose two measures to evaluate the performance of the
algorithms: Rand index [12] and the more recent V-measure
[13]; both are common measures used to evaluate clustering
performance. Where the Rand Index returns the similarity of
two clusters by considering all pairs of samples and the V-
measure represents the harmonic mean between homogeneity
and completeness of two clusters. Rand Index returns values
from -1 to 1 where 0 could be considered as totally random
labeling were as V-measure values from 0 to 1

VI. RESULTS

Table I and Table II shows the results of the setting where
the queries are in their topically related order. V-measure
seems to be constant no matter how many queries are joined
although there seem to be minimal improvement on the query
splitting approach. The results of the Rand Index measure
seems to get smaller by each sub query added to the joined
query for both approaches.

TABLE III
RESULTS OF THE TWO SPLITTING APPROACHES WITHIN THE SECOND
SCENARIO WHERE THE POSITION IS NOT TAKEN INTO ACCOUNT. THE

RAND INDEX SEEMS TO DECLINE WITH EACH ITERATION. THE HIGHEST
VALUES ARE ACHIEVED BY THE GLOVE BASED APPROACH. THE RAND

INDEX RESULTS OF THE SPLITTING APPROACH INDICATE A RANDOM
ASSIGNMENT TO THE CLUSTERS AS EXPECTED.

Two Queries Three Queries Four Queries
Word2Vec Kmeans Rand Index 0.088 0.071 0.056
GloVe Kmeans Rand Index 0.281 0.232 0.199
Split Approach Rand Index 0.008 0.003 0.000

TABLE IV
RESULTS OF THE TWO SPLITTING APPROACHES WITHIN THE SECOND

SCENARIO WHERE THE POSITION IS NOT TAKEN INTO ACCOUNT. HERE
HIGHEST VALUES ARE PRODUCED BY THE GLOVE BASED APPROACH,

WHICH EVEN RAISE BY EACH ITERATION. FOR THE WORD2VEC BASED
APPROACH THE VALUES SEEM TO BE ALMOST STABLE INDEPENDENT
FROM THE AMOUNT OF MIXED QUERIES. THE LOWEST RESULTS ARE

ACHIEVED BY THE SPLITTING APPROACH.

Two Queries Three Queries Four Queries
Word2Vec Kmeans V-Measure 0.373 0.341 0.373
GloVe Kmeans V-Measure 0.427 0.477 0.502
Split Approach V-Measure 0.278 0.267 0.236

Table III and Table IV presents the results of the randomized
joined queries. Here the results for the splitting approach are
low in general. In particular the results Rand Index indicate
totally random behavior. The Word2Vec approach seems to
work better in this setting on a quantifiable level. Here V-
Measure from the Word2Vec dataset seems to be almost
independent from the amount of queries mixed whereas the
values for the Splitting approach decline. The highest figures
in general are achieved by the Glove dataset based approach
where the V-Measure values rises with the number of topics.

VII. DISCUSSION

Given the results it seems that in the first scenario there
is one dominant factor. The position of the split within the
query seems to contain the most information. This can be
explained by the distribution of the query length within the
dataset. Arampatzis et al. [14] showed in their study that the
majority of user queries contain usually between two to five
keywords. This seems to be the case within the Webis-QSeC-
10 training set as well [15]. Therefore the average split might
often occur on the correct position or just occur off by one.
In such a setting, the information introduced by the Word2vec
approach seems to be not particularly beneficial and, to an
extend, even seems to have an impact on the performance.
In comparison the GloVe model achieved the best results in
almost all cases. This might either be due to the fact that the
used Word2Vec model missed several named entities within
it’s dataset or due to the underlying concepts of Word2Vec
and GloVe.

The second scenario demonstrates the impact of an assump-
tion that the query might be in a topical sequence. Here it is
apparent that it is not sensible to just simply split queries
after a certain amount of query terms when the query is not
in a topical sequence. The word vector classification based
approach, seems to perform better here and is able to split the



query terms correctly in a number of cases. Still improvements
to the algorithm should be easy to obtain, for example by using
a dedicated Word2Vec or GloVe model.

VIII. CONCLUSION AND FUTURE WORK

In general a naive splitting approach seems only to be
reasonable in cases where the amount of topical groups in
query terms can be reliably estimated and their correct order
can be inferred. When this is not the case the split will most
properly lead to unrelated items and poor results in general.

Word2Vec and GloVe are producing comparable results if
these assumption are met. This approach seems to be feasible
also in cases of query terms not being in topical order. Still
this approach also allows room for improvement.

As a logical consequence, in future work we plan to train
dedicated Word2Vec and GloVe models both based on the
same sources (e.g data of a query logs, knowledge bases and
news wire text). In that regard including data like the titles of
Wikipedia pages could be beneficial to cover named entities
as well. Using the Wikipedia titles has been demonstrated
as a valuable approach in the closely related field of query
segmentation [15].

We plan to evaluate which optimizations regarding feature
sets could improve the results by the use of different clustering
methods. Furthermore, it might be beneficial to gather a
dedicated dataset closely resembling the behavior of automatic
query generation algorithms.
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