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Abstract—Our unsupervised Search Results Clustering (SRC)
system partitions into clusters the top-n results returned by a
search engine. We present the results of experiments with our
SRC system that performs incremental clustering on document
titles and snippets only and does not use external resources, yet
which outperforms the best performers to date on the SemEval-
2013 Task 11 gold standard. We include Latent Semantic Analysis
(LSA) as an optional step, using the snippets themselves as
the background corpus. We demonstrate that better results are
achieved by leaving the query terms out of the clustering process,
and that currently, the version without LSA outperforms the
version with LSA.
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I. INTRODUCTION

Search Results Clustering (SRC) changes how search en-
gine results lists are presented to users so they can more easily
identify subjectively relevant results.

When presented with a list of search results, users can
identify some possibly relevant documents by their titles
and snippets. However, results lists also contain non-relevant
results as queries may be underspecified or ambiguous [1],
[2]. Search engines diversify results to increase the chances of
providing some relevant results [3]. However, it is likely that
some relevant results i) may not have been retrieved because
they do not contain any query terms; ii) may not be seen by the
user because they are ranked too low in the results list; and, iii)
may be overlooked by the user because they are surrounded
by largely non-relevant results. By partitioning the results into
those that are subjectively relevant and those that are not we
can alleviate some of these problems [4].

Our clustering algorithm, No-K-Means, is incremental and
unsupervised. We process the document title and snippet
only, without using external language resources to guide the
clustering process. We experiment with and without Latent
Semantic Analysis (LSA) [5] to identify snippets in the results
list that may be semantically similar but that do not necessarily
contain similar terms. We also experiment with including and
excluding the query terms when determining cluster mem-
bership. We generate non-overlapping clusters. No-K-Means
does not need to be given the number of clusters to create
beforehand. We use Generalized Dunn’s Index [6] to perform
an internal evaluation of generated clusters to discover the best
cluster configuration.

We evaluate the quality of clusters generated by our ap-
proach using the SemEval-2013 Task 11 gold standard collec-
tion [7]. The Word Sense Induction Evaluator supplied with the
collection measures the F1, Rand Index (RI), Adjusted Rand
Index (ARI), and Jaccard Index (JI) scores for the generated
clusters compared to the gold standard. Our results show that
omitting the query terms significantly improves the quality of
the clusters generated. Our approach also outperforms the best
performers in the SemEval-2013 Task 11 Workshop and others
who have subsequently experimented with the same collection.

We discuss relevant literature in Sect. II, and our approach
in Sect. III. In Sect. IV we describe the evaluation and results
of the clustering process. We give our conclusions and plans
for future work in Sect. V.

II. LITERATURE REVIEW

Carpineto, et al. provide a relatively recent, and very
detailed, survey of the state-of-the-art in Web clustering,
including Search Results Clustering (SRC) [4]. In this paper,
we focus on different general approaches to Search Results
Clustering (Sect. II-A) and approaches taken by participants
in the SemEval-2013 Task 11 workshop (Sect. II-B).

A. Search Results Clustering

In SRC in general, the documents to cluster are the top-n
ranked documents in a results list returned by a search engine
following a user query. Queries can be short and query terms
may be polysemous or ambiguous so results may not all be
about the user’s intended meaning. Clustering can be used to
group together documents that are relevant to the different
word senses of the query terms.

The evidence on which clustering is performed can be
snippets of text returned by a search engine [8], [9], [10],
or the full-text of documents [11], [12]. Singh, et al. perform
clustering based on the first 200 words in each document [13].
Often, to improve the clustering process, external resources
such as DBPedia [14], Wikipedia [15], [12], query logs [16],
[17], [18], web sites [17], the Open Data Project (ODP)
[3], [13], and TAGME [12], are used. Cluster centroids or
descriptions can be identified to represent documents that
should be classified into each cluster. Candidate centroids can
be extracted or generated from common phrases that occur
in the collection [19], [8], [10]. Alternatively, K-Means [20]
or one of its variants can be used to allocate a random
seed document to each of K clusters, classify the remaining



documents on the basis of the seeds, and modify the cluster
membership over subsequent passes through the collection [8],
[21]. As [19] point out, “there is no optimal predefined K fit for
all queries” to choose the right number of clusters in advance.

Once cluster centroids have been chosen, a classifier de-
termines cluster membership. The choice of classifier will
have a bearing on the document preprocessing necessary to
facilitate the classification. Search engines typically retrieve
documents that contain the terms expressed in a user query
(objective relevance) but not all of the documents are likely to
be subjectively relevant to the user due to term ambiguity.
Similarly, cluster quality will suffer if the documents in a
cluster share the same terms at a syntactic level but are
not semantically related. Also, semantically related documents
may be classified into different clusters if the classifier uses
only term similarity at a syntactic level, which means that
documents relevant to a user could be spread across many
different clusters.

Latent Dirichlet Allocation (LDA) can discover latent
topics described by texts, even when the document terms
are syntactically different. However, usually a large document
collection is required to discover the underlying relationships
[15]. Latent Semantic Analysis (LSA) [11], [13], [5] can
discover semantic relatedness between different terms in a
collection based on their co-occurrence with common terms.
Search Result Clustering approaches based on LSA typically
utilise a background corpus, larger than and different from
the documents being analysed, to independently discover se-
mantic relatedness between terms. In LDA, the documents in
the search results list are mapped onto a topic hierarchy to
yield clusters. In LSA, the semantically enriched document
representations are used, potentially clustering together related
documents that do not have terms in common. Combining LSA
with TFIDF (Term Frequency × Inverse Document Frequency)
can lead to improvements in cluster quality [13]. TFIDF is a
typical way of deriving term weights in the standard “bag-of-
words” approach. [13] chooses, for each cluster, a label that
consists of the three terms that are most common in the cluster,
but they use the Open Directory Project as an external resource
to guide the clustering process.

Clusters can be non-overlapping, meaning that a document
is assigned to one cluster only (i.e., the one to which it is
most similar) [21], or overlapping, meaning that a document
is assigned to all clusters to which it is similar enough
(i.e., document-cluster similarity exceeds some threshold) [12].
Finally, the clusters may be refined by merging clusters that
have a large number of documents in common [21], [22];
splitting clusters [22]; or merging clusters each containing a
single document (singletons) into an ‘Others’ cluster [8].

B. The SemEval-2013 Task 11 Workshop

Navigli et al. [7] organised the SemEval-2013 Task 11
Workshop ‘Word Sense Induction and Disambiguation within
an End-User Application’. The chosen application was Search
Results Clustering. Workshop participants devised different
approaches to attempt to cluster results by word sense. As
SRC is difficult to evaluate, Navigli et al. constructed a gold
standard collection comprising 100 ambiguous topics which
were submitted to the Google search engine as queries to

retrieve 64 results each. The results were manually organised
into ‘subtopics’ or clusters. A result comprises a document
URL, title, and snippet. The organisers also provided an
automatic evaluator, described in [7], to measure cluster quality
and accuracy using F1, Rand Index (RI), Adjusted Rand Index
(ARI), and Jaccard Index (JI).

With the exception of SATTY [23], the Workshop par-
ticipants adopted cluster creation approaches that did not
require them to know in advance the number of clusters to
create. SATTY, however, attempted to identify the ten most
diverse snippets in each results list which were then used as
cluster centroids. The University of Melbourne [24], UKP-WSI
[25], and Duluth [26] used background corpora, derived and
processed in different ways, to discover contextually related
terms commonly co-located with the different possible senses
of the terms in the queries to classify snippets according to
their possible word sense. The University of Melbourne used
Hierarchical Dirichlet Processing (HDP) to discover topics
in a collection based on the English Wikipedia dump taken
in November 2011, and their approaches performed best in
the Workshop. The University of Melbourne submitted two
systems: HDP-Clusters-Lemma lemmatises terms whereas in
the HDP-Clusters-NoLemma approach, terms are not lem-
matised. Duluth applied LSA to three different background
collections (i. the SemEval results snippets for the query only;
ii. the result snippets of all 100 SemEval queries; and, iii. a
subset of the Gigaword collection). Their best performance
was achieved using the first background collection. UKP-WSI
used an English Wikipedia dump and ukWaC as different
background corpora to derive and utilise term co-occurrence
statistics to determine word sense. Additionally, they used
the entire document text, when available, rather than just the
snippet.

SenseSearcher (SnS) [9] did not participate in the workshop
but used the SemEval collection to evaluate their Word Sense
Induction algorithm. They discover a hierarchy of word senses
from a raw text corpus, composed of the snippets in the results
list for each SemEval query processed to do Part-of-Speech
tagging and to identify proper nouns. Word senses of a term
are disambiguated by examining the ‘context’ surrounding a
term, where the context is the co-occurring terms in snippets.

III. THE NO-K-MEANS ALGORITHM

Our No-K-Means clustering algorithm clusters the top-n
results retrieved by a search engine. We have two versions of
the algorithm, one which uses LSA (withLSA) and the other
which does not (noLSA). In both versions, each document
title and snippet pair in the results list is processed to stem
terms using the Porter Stemmer [27] and stop words are
removed using the Onix Text Retrieval Toolkit’s Stop Word
List 11. The query terms are also removed, and the result
URLs are ignored. The remaining stems are then used to
create a term-by-document matrix. Rather than using TFIDF to
calculate term weights, we use raw term frequency (TF) only.
TFIDF is normally used to dampen the effect of terms that
occur frequently in a collection. TFIDF is practical in massive
collections when the overwhelming majority of documents are
not relevant to a user’s query. When a user includes as a query

1Available from http://www.lextek.com/manuals/onix/stopwords1.html.



term a term that is highly pervasive in the collection, the term
itself is probably not a good discriminator between relevant and
non-relevant documents, nor is it helpful because the majority
of documents in the collection would be retrieved. In our case,
and in the context of SRC, the ‘collection’ is the top-n snippets
that have been retrieved as part of a results set following a
user query. The snippets that are retrieved are a small subset
of the entire collection (both in terms of the entire results set,
and in terms of the entire document space). We remove the
query terms from the representations of the snippets as the
query terms do not help with partitioning the results set into
clusters. We show (in Sect. IV-A) that retaining query terms
severely degrades cluster quality. Consequently, we use only
TF as the term weights in snippets, which also means that we
can calculate term weights without needing to process all of
the snippets in advance (to work out in how many the term
occurs and then derive IDF). Currently, we do not distinguish
between terms occurring in the title and in the snippet when
calculating the term weight.

In the ‘withLSA’ version, we perform singular-value de-
composition on the term-by-document matrix using an adapta-
tion of the code from the Numerical Recipes SVD implemen-
tation available at http://www.nr.com/webnotes/nr3web2.pdf.
The output from the LSA engine is a k-rank matrix semantic
space approximation of the original matrix. Removing the
query terms from the document titles and snippets eliminates
the possibility of over-associating terms across documents due
to the query terms that are pervasive and that do not help with
the clustering process. Following the LSA step, each document
is transformed into a lower dimensional representation, when
compared to the original matrix, that may expose the ‘latent
semantics’ of the document when compared with others in
the same semantic space to reflect an affinity between related
terms. The resulting document vectors are then processed by
our clustering algorithm. The remainder of the algorithm is
performed by both the ‘withLSA’ and ‘noLSA’ versions.

Our No-K-Means clustering algorithm does not require the
target number of clusters to be known in advance (hence the
name No-K). The first document (title, snippet pair) in the
results list is put into its own cluster and the document vector
is the initial cluster centroid. The vector of the next document
in the results list is compared to the existing cluster centroids
using the standard cosine similarity measure and it is placed
into the most similar cluster, given some threshold. The cluster
centroid is recomputed (a simple averaging of term weights).
If the document is not similar enough to any existing cluster
a new cluster is created for it. Once all the documents have
been processed, the singleton clusters (clusters containing just
one document) are merged into an ‘Others’ cluster. Thus, No-
K-Means produces non-overlapping clusters.

No-K-Means is derived from an earlier version of a cluster-
ing algorithm we developed for the online incremental cluster-
ing of news reports (JNews [28]). The significant differences
between the JNews algorithm and No-K-Means are: JNews
was designed to process a stream of global news reports and
generate clusters according to news event. It processed the full-
text of the reports, and weighted terms using TFIDF where
IDF was calculated based on the entire document collection
processed to date. In No-K-Means, we process short text
fragments (snippets and titles) that are related to the user’s

original query terms (though not necessarily to the user’s
intended meaning of those terms), we weight terms using TF
only, and we remove the query terms from the representations.
Additionally, No-K-Means has an optional LSA step that is not
present in the JNews algorithm.

IV. EVALUATION AND RESULTS

Cluster quality is typically evaluated by comparing the
generated clusters to a gold standard [8], [4], [22], [14], [18],
[12], [21]. The latest gold standards used in the evaluation
of Search Results Clustering are SemEval-2013 Task 11 [7],
[18], [22] and WEBSRC401 [18]. The ODP-239 dataset [8],
[21], [22], [18], [12], its predecessor (AMBIENT [8], [4],
[22], [14], [18], [12]) and a related dataset (DMOZ-50 [22])
have also been used. The latter datasets are derived from the
Open Directory Project, a document collection hierarchically
organised by topics. In SemEval the topics are organised by
specific query (e.g., SemEval’s ‘marble->Marble sculpture,
the art of creating three-dimensional forms from marble’),
but in ODP-239, AMBIENT, and DMOZ-50, the datasets are
organised into a canonical hierarchy of generic topics (e.g.,
‘Arts->Architecture->Education’). We consider the SemEval
collection to contain ‘topics’ that are more typical of user
queries submitted to a search engine, also observing that [12]
claims that it is difficult to use OPD-239 “because sub-topics
are very similar to each other and textual fragments are very
short”. We consider AMBIENT and DMOZ-50 to be equally
difficult to use for Search Results Clustering. WEBSRC401
has a format similar to SemEval’s but has overlapping clusters,
unlike SemEval. Our algorithm yields non-overlapping clusters
so we cannot evaluate our approach on WEBSRC401.

As introduced in Sect. II-B, SemEval contains 100 ‘top-
ics’ of between one and four keywords each extracted from
Wikipedia’s list of ambiguous topics. The collection was
created by submitting the topics as queries to Google’s search
engine in 2012, collecting the snippets of the top 64 results
(6400 snippets in total), organising them into sub-topics, and
annotating them with subtopic relevance judgements [14]. On
average, there are 7.69 subtopics (clusters) per topic (query).
The publicly available dataset2 contains an evaluator that
measures the quality of the clusters generated using F1, Jaccard
Index, Rand Index, and Adjusted Rand Index [7].

A. Our Cluster Quality Experiments and Results

We experimented with different configurations of No-K-
Means withLSA (varying the number of LSA dimensions, k,
in steps of 5) and noLSA, including and excluding the query
terms, and the similarity threshold, simThres:

• withLSA, noQT (no query terms), 5 ≤ k ≤ 60, 0.01
≤ simThres ≤ 0.9.

• withLSA, withQT (with query terms), 5 ≤ k ≤ 60,
0.01 ≤ simThres ≤ 0.9.

• noLSA, noQT, 0.01 ≤ simThres ≤ 0.9.

• noLSA, withQT, 0.01 ≤ simThres ≤ 0.9.

In all cases, the similarity threshold (simThres) was incre-
mented by 0.01 between the values 0.01 and 0.09, and then

2http://www.cs.york.ac.uk/semeval-2013/task11/.



TABLE I. BEST PERFORMERS ON THE SEMEVAL-2013 TASK 11
DATASET

F1 RI ARI JI
Ave. #

clusters

Ave. clus.

size

hdp-clusters-lemma 68.30 65.22 21.31 33.02 6.63 11.07

hdp-clusters-nolemma 68.03 64.86 21.49 33.75 6.54 11.68

SnS 70.16 65.84 22.19 34.26 8.82 8.46

SemEval singletons 100.00 60.09 0.00 0.00 64.00 1.00

SemEval all-in-one 54.42 39.90 0.00 39.90 1.00 64.00

Gold Standard 7.69 11.56

TABLE II. OUR RESULTS WITH NO-K-MEANS - NOLSA, WITHOUT

AND WITH QUERY TERMS (QT). SCORES THAT BEAT THE BEST

PERFORMERS TO DATE ARE IN BOLD.

QT SimThres F1 RI ARI JI
Ave. #

clusters

Ave. clus.

size

GDI Varied 71.86 68.59 26.67 35.47 7.96 9.52

GDI Fixed 72.27 68.83 27.67 35.66 7.89 8.90

0.01 64.75 62.11 19.43 36.87 5.01 14.72! GDI Varied 56.70 43.46 3.57 38.49 2.48 27.63! GDI Fixed 54.61 40.23 0.00 39.85 1.17 58.77! 0.01 54.58 40.22 0.00 39.92 1.11 60.69

in steps of 0.1 to 0.9. simThres is the minimum similarity
threshold to classify a document into a cluster. We use Bezdek
and Pal’s Generalized Dunn’s Index [29] to objectively find
the best values for simThres (in withLSA and noLSA) and k
(in withLSA only). Generalized Dunn’s Index (GDI) yields a
value based on how ‘well behaved’ the clusters and cluster
members are, measured as a function of between-clusters and
within-clusters distances. We calculate the GDI for a set of m
clusters C1, C2, . . . , Cm (GDIm) using Equation 1.

GDIm =

min
1≪i<j≪m

δ(Ci, Cj)

max
1≪k≪m

∆k

where:

∆i = 2 ×

∑

x∈Ci

δ(µi, x)

|Ci|
µi =

∑

x∈Ci

x

|Ci|

δ(Ci, Cj) = δ(µi, µj) (1)

We use GDI in two ways: i) fixing simThres and k for
all queries in the test collection, and iteratively running all
combinations (GDI Fixed); and, ii) varying simThres and k per
query (GDI Varied). In GDI Fixed, we use GDI to identify the
simThres and k that produce the best clusters on average, while
GDI Varied identifies the best simThres and k per query.

Table I reports the best results obtained at the SemEval-
2013 Task 11 Workshop [7], together with the baselines
(singletons and all-in-one) provided by the organisers [7].
As discussed in Sect. II-B, the HDP clusters are obtained
using Hierarchical Dirichlet Process which is trained using
Wikipedia [24], [7]. SenseSearcher (SnS) has subsequently
obtained better results, despite being “knowledge-poor”: rely-
ing only on syntactic parsing of the collection and identifying
proper nouns [9].

Our results are presented in Table II (noLSA) and Table
III (withLSA). In Table II, both the noLSA configuration

TABLE III. OUR RESULTS WITH NO-K-MEANS - WITHLSA, WITHOUT

AND WITH QUERY TERMS (QT).

QT Mode F1 RI ARI JI
Ave. #

clusters

Ave. clus.

size

GDI Varied 64.33 60.63 19.71 38.57 3.90 21.07

GDI Fixed 67.92 62.74 18.12 27.44 5.69 11.41! GDI Varied 54.91 40.68 0.01 39.73 1.27 55.57! GDI Fixed 54.50 40.18 0.00 39.85 1.08 61.44

objectively chosen based on the GDI value when simThres
is varied across all queries (GDI Varied) and when it is fixed
(GDI Fixed) outperform the best performers at the SemEval
workshop and SnS on all measures. GDI Fixed outperforms
GDI Varied on all measures. simThres has a value of 0.05
when GDIm is greatest for noLSA with query terms omitted.

We also show in Table II how results deteriorate when
the query terms are included in the snippet representations
and clustering process. Indeed, this is clearest in the noLSA
version when simThres is fixed at 0.01 for all queries. When
query terms are included, the No-K-Means performance is in
line with the baseline (all-in-one, in Table I). However, when
the query terms are omitted, and for the same fixed simThres,
the noLSA version of No-K-Means creates 5.01 clusters on
average, with significantly improved F1, RI, and ARI scores
and even these results are competitive compared to those
achieved by the SemEval workshop participants. The withLSA
version (Table III) does not perform as well as noLSA which
suggests that document titles and snippets are too short and
on their own are not rich enough to find semantic alternatives
([30] shows some evidence that larger document size is likely
to improve the effectiveness of LSA). However, even for
withLSA, including query terms in the snippet representations
and clustering process harms accuracy.

V. DISCUSSION, CONCLUSION, AND FUTURE WORK

Our No-K-Means approach with noLSA outperforms the
best performers to date on the SemEval-2013 Task 11 collec-
tion, without using external resources, and without syntactic or
semantic processing of the snippets. We perform unsupervised,
incremental clustering, without needing to know in advance the
number of clusters to generate.

Our results show a significant improvement in cluster
quality (measured by F1, RI, and ARI) when query terms are
omitted from the snippet representations and clustering pro-
cess. The withLSA results are not as good as noLSA’s although
they are competitive compared to the other participants in the
SemEval-2013 Task 11 workshop [7]. We will continue to
experiment with the withLSA version, to determine if using a
different background collection will improve results, and with
No-K-Means in general to investigate whether the order in
which clusters are created can lead to better results.
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