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Abstract—Various retrieval models have been developed and In this paper we develop the idea of collection-relative
analyzed so far, but less research aims to an integration of retrieval models, a paradigm where several existing rettie
the different models within a common framework. This paper  mqels fit in. A collection-relative representation of a €doc
introduces the idea of collection-relative retrieval modés, a . .
paradigm where several important retrieval models fit in. Our um_entd results from the co.mpanson Qf, relative to_ an
unifying view he|ps to better understand retrieval mode|syand entire document CO||eCtI0n, ttheX CO”eCUOn Ta.ble | |IStS
it can be considered as a step towards a common theoretical a number of well-known retrieval models, from which a large
framework for text retrieval. . part can be interpreted as being collection-relative atthea

Collection-relative retrieval models employ a so-calledridex Our framework for collection-relative retrieval models is
collection. We present an evaluation that shows how partidar o . . .
characteristics of the underlying index collection affectthe a generallzatlorl O,f the explicit sgmanhc analysis (ESA)
retrieval performance of a collection-relative model. Based on ~ model of Gabrilovich and Markovitch [3], [2]. The ESA

such insights tailored index collections can be constructein representation of a documents understood as a projection

order to address specialized retrieval tasks. of d into the concept space spanned by a foreign document
collection D, which is called index collection here. The
. INTRODUCTION supposed rationale of the ESA model is that each document

Retrieval models can be considered as heuristics thah D; functions as a concept to which the original document
operationalize thg@robability ranking principle[8]: “Given  d is compared. In [3] both Wikipedia and the Open Directory
a queryq, the ranking of documents according to their Project are used in the role @¥;.
probabilities of being relevant tg leads to the optimum The retrieval performance of a collection-relative retaie
retrieval performance.” Different retrieval models relpm o model can be controlled by the index collection, e.g.,
different paradigms to assess relevance: we find, amongy its size, domain, or topical organization. With deeper
others, models that quantify document similarity, modelsknowledge about such relations tailored collections can
that project the term space into a concept space, models thae constructed for specialized retrieval tasks (e.g.,omarr
quantify term generation likelihoods, or models that ekplo domain versus broad domain) or desired retrieval behavior
human relevance information. Note that this distinction is(e.g., accuracy versus runtime).
independent of the probability ranking principle—to which
virtually all models obey.

Less research aims to an integration of different retrieval Main contribution of the paper in hand is the idea of
models within a common framework. One of the exceptionseollection-relative retrieval models, which is formallytio-
is [7], where the authors propose a language modelingluced in Section Il. Moreover, we interpret several claasic
approach to integrate “models of document indexing” andétrieval models as special instances of collection-redat
“[probabilistic] models of document retrieval”. Similgrl models. Section Il presents an evaluation that is interided
Crestani [1] provide a comparative view onto the class ofserve as a guideline for the adjustment of collection-regat
probabilistic retrieval models. The model comparison ofmodels to the needs of a given retrieval task. In particular
Srikanth [12] is insightful but not intended as a formal- we show that, contrary to common belief, both the topical
ization. In [9] a “general matrix framework for modelling Organization and the semantic purity of the index collectio
information retrieval” is proposed, but the authors do notare of secondary importance for the retrieval performance.

show how existing retrieval models can be interpreted withi However, the size of an index collection matters; it affects
the framework. the accuracy and the runtime of collection-relative rgtie

A. Contributions

1The principle cannot be applied to all kinds of retrieval kiasIn
comment ranking, for example, the differential informatigain must be
considered.



II. COLLECTION-RELATIVE RETRIEVAL

Let d be a real-world document, and ldtbe a bag-of-
word-based representation dfencoded asi-dimensional
vector of normalized term frequency weightsd|| = 1.

To ensure the comparability between two arbitrary weigh

vectorsd; andds, their dimensionality as well as their term
order is aligned with a universal term vocabuldry that
contains all used terms. A sBt of document representations
defines a term-document matrik,, where each column in
Ap corresponds to a vectar € D. Ap is ann x m matrix,
i.e., Ap encodes a collection afi documents represented
over a vocabulary of size.

Given a document! we distinguish between its unique
base representatiod and the derived collection-relative
representationsl|p, ,...,d p,. The former is computed
solely from the local properties af, whereas each of the
latter representations relaté$o a particular index collection
Dy e {Dl,...,Dk}.

Definition 1 (Collection-Relative Representation) Let D

and D; be two document collections with representations

D andD;, and with term-document matrices, and Ap, .

Then the term-document matritp p, of the collection-
relative representation ob with respect to collectiorD; is

defined as follows:

Apip, = Ap, - Ap,

where AT designates the matrix transpose df D; is
called index collection Ap, is called translation matrix.

Each columnimp p, corresponds to the collection-relative
representation of a documeiitc D and is denoted adp, .

The rationale of this definition becomes clear if one
considers that|d|| = ||d/|| = 1 holds for the weight
ectorsd € D andd’ € Dj;. Hence, each entry in the
collection-relative representatieh,, of a documentl € D
corresponds to the cosine similarity betwedrand some
vector d’ € Dj. Put another way¢ is compared to all
documents inD;, andd,p, is comprised of the respective
cosine similarities.

Between two documentg andd,, the similarityp crrum
under the collection-relative retrieval model, CRRM, is
computed as cosine similarity of the collection-relative
representations af; andds:

ecrry(dy, d2) == @(dyp,,d2yp,) = ¢(AD, di, AL, d2)

When given a query; and a collectionD from which
the most similar document* wrt. ¢ is desired, collection-
relative retrieval is straightforward:

@)

d* = argmax ocrrm(q,d)
deD

A. Collection-Relative Interpretation of Retrieval Moslel

Several classical retrieval models can be interpreted as
special instances of a collection-relative retrieval mpsee
Table I. This fact will be illustrated in the following witthée
conventional and the generalized vector space model [11],

Table I: Classification of known retrieval models.

Retrieval model Document representation Foundation Modehg focus
vector space model, VSM tf-weighted terms, empirical similarity: o(d| p > A D)
tf-idf-weighted terms
generalized VSM, GVSM guery expansion based on a term empirical similarity: o (qp,d|p)
correlation matrix
] latent semantic indexing, LSI weighted concepts based angalar empirical similarity:cp(q‘Dw7d‘DLSI)
coIIIectlon- value decomposition, SVD ’
relative - . . . . T
retrieval explicit semantic analysis, ESA  weighted concepts basethen empirical similarity: o(dy|p pg,» A2/ Doy )
models similarities to an index collection
Dpgsa
cross-language ESA, CL-ESA  like ESA, but uses on two aligned empirical similarity: o(dy|p g, 2D gga, )
index collectionsDpsa, and Dga, ! ?
folding-in LSI like LSI, but the document was not empirical similarity: ¢(d)p——, d|p—)
e . LSIT LSI
used within in the SVD
binary independence, BIR weighted terms from a maximum statistical relevancep(R =1 | q,d)
probabilistic likelihood estimation for relevance
models 2-Poisson weighted terms drawn from a statistical relevancep(R =1 | q,d)
document-specific poisson mixture
) unigram language model weighted terms that model the empirical generation likelihoodL(q | d)
generative Teali ) i
likelihood of a query generation
(language)
models latent dirichlet allocation, LDA  topic-driven generatiaf weighted statistical generation likelihoodt (dq |d2)

terms using a dirichlet distribution




[13], the LSI model [4], the ESA model [3], and the CL-ESA L., where the task is to find the most similar documeéht
model [10]. An important distinction is whether a foreign in D wirt. q.

collection or the retrieval collection itself, i.e., thellection Let, for example,D;, and D, designate two sets of

against the query; is matched is used as basis for the Wikipedia articles in the languages, and L., aligned

translation matrix4p, (see Figure 1). using the Wikipedia inter-language links and encoded as

normalizedtf-idf vectors. When representimgand D under

CRRM based on VSM the CL-ESA modelAp, andAp,, are in the role ofAp, .
retrieval collection < GVSM l.e., the CL-ESA representation gfis given as

Col!ection—relative LSI - -

retrieval model, CRRM CRRM based on (Ejf_\ESA q‘DL] = ADL1 . ADIDF q
a foreign collection E LS! (folding in) Likewise, the term-document matrix @ under the CL-

ESA model is given as

App,, = A5, AL, - Ap

Dipr

Figure 1:Taxonomy of collection-relative retrieval models.

Vector Space Model, VSMAp, = Ap,,, where Drp is Due to the alignment ofD,, and D, the CL-ESA
an index collection consisting ¢¥/| one-word documents: representations of and D are comparable. In analogy to
L . . Equation 1 the task of cross-language information rettieva
Vdi € Drp i di = {t:}, With 1 < < [V, t; € V can hence be formulated as follows:
Rationale: the translation matriAp,, is comprised of all d* = argmax o dp )
n-dimensional unit vectors and forms a permutation matrix. N §6D PAUDL, > AD,
The term-document matrix of a collectioP represented

under the VSM is given as
IIl. EMPIRICAL EVALUATION

_ YT _
Ap\Dre = Ay - Ap = Ap Gabrilovich and Markovitch [3] attribute the retrieval

Ana'ogous|y,AD1DF denotes the translation matrix of a performance of ESA to the fact that each document in

collectionD under the VSM that useg-idf-weighted terms. ~ the index collection describes exactly one concept, and tha
these concepts are “orthogonal”. We refer to these pragserti

Generalized Vector Space Model, GVSMp, := Ap. a5 concept hypothesisGabrilovich and Markovitch used
Rationale: the generalized vector space modTeI expands \Jikipedia as index collection, since it fulfills these reui
queryq using the term co-occurrence matrbp - A7, where — menis hecause of its “encyclopedic characteristic”. Hamev

D is the retrieval collection. Retrieval unde_r the GVSM 45 the following analysis shows, the concept hypothesis doe
hence means to evaluaté - Ap - AL, - d, which can be ot hold.

rewritten asAL - q - AL - d. The term-document matrix of
a collectionD represented under the GVSM is given as A. Experiments and Results

Apip = AT Ap _ We use the same expgrimental set-up as the authors

in [3], a test collection consisting of 50 documents from the

Australian Broadcasting Corporation’s news mail servije [
For this collection human similarity assessments for the
1225 document relations are available, each resulting from
the average between eight to twelve human judgments. For
a pair of test documents the similarity is computed under the
ESA model, based on different index collections. As index

Latent Semantic Indexing, LSAp, := Ap,, = S, -Ub |
whereXp, is a diagonal matrix with thé largest singular
values fromAp, while Up, contains the corresponding sin-
gular vectors. The term-document matrix Bf represented
under the LSI retrieval model is given as

Ap|Dygy = Agw “Ap = 251 . ng “Ap collection we use a snapshot of the English Wikipedia from
‘ September 2008, the Reuters Corpus Volume 1, and a set
Explicit Semantic Analysis, ESAAp, := Ap,,,, where of random Gaussian vectors. The computed similarities are

Dgsa is a subset of Wikipedia used as index collection,compared to the human similarity assessments; the correla-
encoded as normalizetf - idfvectors. The term-document tion is quantified with Pearson’s correlation coefficient.

matrix of D under the ESA retrieval model is given as This experimental set-up and the small document number
- . is unusual in information retrieval, but we resort to thi$-co
Ap|Desa = ADpgs * ADppy - AD lection for the sake of comparability. In addition, we refpea

these experiments with the TREC-8 test collection [14]sThi
Cross-Language Explicit Semantic Analysis, CL-ESA.  collection contains 528 155 documents and 50 queries for
cross-language information retrieval one is given a queryyhich human relevance assessments are available. For each
q in languagel; and a document collectioP in language  query the similarities to all documents are computed under



Table 1l: The correlation coefficient achieved with ESA based Table Ill: The MAP achieved on TREC-8 with ESA based on
on different index collections depending on the number dein  different index collections depending on the number of jinde

documents. Bold numbers indicate the row maximum. documents.

Index collection number of index documents Index collection number of index documents
1000 10000 50000 100000 150000 200000 1000 10000

Wikipedia, tf - idf 0.742 0.784 0.782 0.782 0.781 0.781 Wikipedia, tf - idf 0.124 0.160

Merged Topicsf-idf 0.738 0.767 0.768 0.769 0.7690.777 Merged Topics tf - idf 0.120 0.168

Reuters,tf - idf 0.767 0.795 0.802 0.800 0.800 0.800 Reuters,tf - idf 0.138 0.164

Wikipedia, tf 0.704 0.724 0.732 0.732 0.734 0.732 Wikipedia, tf 0.111 0.141

Random Gaussiartf 0.703 0.716 0.717 0.717 0.717 0.717 Random Gaussiartf 0.109 0.132

the ESA model, taking different index collections. The tesu IV. CONCLUSION AND CURRENT WORK

is a list of documents, ranked according to their similasiti A large part of well-known retrieval models can be
to the query. The performance is measured by Mean Averaggierpreted as being collection-relative, a paradigm Wwhic
Precision, MAP. Note that no further techniques are appliegs introduced in this paper. The collection-relative resere
to improve the ranking, e.g., query expansion or relevanceytion of a document! results from the comparison af
feedback: objective is not to produce a perfect rankingre|ative to an index collectiom;.
but to compare the effect of the different index collections  oyr experiments with both the original ESA test collection
underlying ESA. _ _ and the TREC-8 collection show that the topical organizatio
For both test collections the ranking results that wereys wel| as the semantic purity of an index collection are of
achieved with the vector space model basedfeweighted  secondary importance for the retrieval performance: clean
terms define the baseline; see Table Il and Table IIl, Row 1Wikipedia articles, merged articles, Reuters documents, o
Experiment 1: Merged Topic$sabrilovich and Markovitch even random vectors lead to similar results. The fact that
attribute the success of ESA to the concept hypothesis collection of N(0,1) distributed weight vectors does an
which claims that each document of an index collectionequally good job in the role of an index collection shows
treats a single concept. By randomly merging 10 Wikipediathat thea-stability of the term weights may be the actually
articles into a single index document we compile a topi-underlying determinartt.Altogether, we conclude that the
cally diffused index collection—without observing a note- concept hypothesis does not hold.
worthy performance deterioration compared to the original Our evaluation provides a guideline for the adjustment
Wikipedia index documents (see Table Il and Table Ill,of collection-relative models to the needs of a particular
Row 2+3). retrieval task. If, for example, a high retrieval quality is

Experiment 2: Reuter&he concept hypothesis also claims desired|D;| should be 50000 to 100000; if a high retrieval
that an index collection should provide an encyclopediccha efficiency is desired|D;| should be 1000. At a lower
acteristic. We observe that similar or even higher cori@tat number of index documents the retrieval quality deteresat
values are achieved with the Reuters Corpus Volume 1Significantly.
which definitely does not provide this characteristic (see Part of our current work is the identification and quan-
Table Il and Table 11, Row 2+4). tization of characteristics of the translation matritp,,
Experiment 3: Random GaussiaEven under a set of which correlate with the observed retrieval performance in
‘ practical applications. Based on such insights tailorei@xn

N(0,1) d|§tr|buted vec.tors—wn.hout obeying Zipf's law or collections shall be constructed for specialized rettitasks
some topical correlation—retrieval results comparable toOr desired retrieval behavior. simply by optimizing cetai
that of the VSM are achieved. Moreover, since for such a ’ ply by op 9

. . . ) mathematical matrix properties ofp, .
collection no reasonablg&if-value is defined, we compare prop Dr

the results also to an ESA model based on the Wikipedia REFERENCES
that relies ontf_—welghted terms. Note that still these values [1] F. Crestani, M. Lalmas, C. van Rijsbergen, and I. Camipbel
are nearly achieved (see Table Il and Table Ill, Row 5+6). “Is this Document Relevant?.Probably™ A Survey of

Overall: Index Collection SizeBoth the accuracy and the Probabilistic Models in Information Retrieval. IRCM
runtime increase with the number of index documents. A _ Comput. Sury.30(4):528-552, 1998. .

ble accuracy is achieved with an index collectizm si [2] E. G.abrllowclh. Feature Generation for Text.ual Informatlon
reasona y . ) Retrieval Using World KnowledgePhD thesis, Technion,
|D;| between 1000 and 10000 documents. The runtime is,  |srael, 2006.

as expected, linear ifD;|.
2The Gaussian distribution is an example for arstable distribution.
For details see [6].
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