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Abstract. The goal of every information retrieval (IR) system is to de-
liver relevant documents to an user’s information need (IN). Therefore an
accurate IN assessment is essential to the quality of the system’s search
results. However, many IR systems ask the users to assess their infor-
mation needs and communicate them to the system, usually in form of
queries. The systems assume the queries to be a perfect assessment of
the information needs and deliver relevant information, ending the inter-
action. However, experiences showed that in many cases the information
need cannot be specified in a single query.
This paper addresses the problems of simple IN assessment and pro-
poses a multi-interface IR system to overcome the problems. Such a sys-
tem supports the user with several search interfaces for different search
contexts. Exemplarily the document retrieval engine AiSearch from the
Knowledge-based Systems Group at Paderborn University is reviewed
to demonstrate some interfaces. This includes a cluster-based interface,
a concept taxonomy interface, and a chronological document relations
interface.

1 Introduction

Information need (IN) is one of the most important concepts in information
retrieval (IR) theory. It is the main input parameter for most IR operations as
well as the main evaluation criteria for the quality of the delivered information.
But even though the concept of information need is central to the success of any
IR system, most IR models treat the concept as intuitively clear and informal.
From this viewpoint the importance of information need assessment is often
underestimated. Indeed in most IR systems information need assessment is user
business. Take for example common internet search engines. They require the
users to formulate their information needs in form of a query, assuming that the
query is an accurate definition of the information need. However, it was shown
that this assumption does not hold for many IR transactions [1] [2].

Starting from the viewpoint that common search engine interfaces do not
support an accurate information need assessment this paper proposes an IR
sytem with multiple user interfaces, where each of the interfaces fits a certain



search context of the user. Based on a theoretical and historical discussion of
IN assessment in section 2-4 the multi-interface model is presented in section 4.
Section 5 describes AiSearch, a search engine project of the Knowledge-based
Systems Group at Paderborn University, to demonstrate how parts of the model
were implemented and how they look like. [3].

2 Historical Developments in Information Need
Assessment

Before a formal definition of information need and informantion need assessment
is given some approaches to information need assessment are briefly reviewed in
their historical context. The intention is to build a foundation for the definitions
given in the next section.

2.1 Query approach

The query approach was the first IN assessment method and is still widely used.
It was developed in the late 1950s and early 1960s in the context of text proper-
ties research and the formulation of the standard IR model [4] [5]. The basic idea
of the approach is to let the user assess his information need. Therefore the user
enters a query, which usually consists of one or more natural language terms. In
turn the system presents all documents from its database that match the query.
In 1965 Roccio added an additional step to the query approach: the relevance
feedback [6]. With relevance feedback the user judges the result in light of its
relevance to his or her information need. Therefore he classifies the returned
documents into two classes, the relevant documents and the non-relevant docu-
ments. After that the system uses the classification to adjust the initial query
and the retrieval process starts again with the adjusted query. The new result
is, if necessary, classified again by the user. The assessment is repeated until the
query is a perfect representation of the user’s information need.

2.2 Dialog approach

The query approach bases on the assumption that the user knows what his in-
formation need is and that he can adequately communicate it to the system.
Relevance feedback takes care of an accurate IN assessment. However, relevance
feedback implicitly assumes that the information need itself stays constant over
time, even when the user has gained new knowledge during the search process.
Recognizing that this assumptions did not hold always, Oddy proposed a dialog
interface in 1977 [1]. The basic idea is that a user’s understanding of his infor-
mation need underlies a continuing evolution while new information is retrieved.
The dialog interface allows the user to reformulate his previous query to broaden
or narrow the retrieved information or to shift the search goal. The interaction
is continued until the needed information is found. The difference to the query



approach is that Oddy embedds the user into the IR system. The user is no
longer only an input giver but a part of the retrieval process.

Some years later Belkin shifted the focus even farther to the user and his
information need [2]. He asked why most users are not able to specify their
information needs in an appropriate way. The answer was given by a new element
in the user model: the ”anomalous state of knowledge” (ASK) of the user [2].
Therefore every user who faces a problem or situation has a feeling about a gap
in his knowledge, the anomaly. In how far the anomaly is understood by the
user depends on his cognition of the particular situation. Belkin introduced two
levels of specificability: the cognitive level and the linguistic level. The cognitive
level refers to what degree the user is able to specify (understand) his current
situation. The linguistic level refers to the degree the user is able to specify his
information need in linguistic terms. Belkin states that if a user is not able to
understand his current situation at the cognitive level well enough, then he will
hardly be able to express his information need at the linguistic level. He suggests
a system design that is built around the user and his ASKs. He refers to Oddy’s
dialog approach as a good example for such a system design [7] [8].

2.3 Berrypicking approach

In 1989 Bates discovered that the relevant documents are not only the documents
which are retrieved at the end of the search, but also some of the documents
encountered during the search [9]. He proposed a new approach, which accounts
for the changing information need during the search. In every step of the search
the user may reformulate his information request based on the knowledge gath-
ered in previous steps. The user is also allowed to keep some of the retrieved
documents as relevant. His approach is an evolving search like Oddy’s, but dif-
fers in that the relevant documents are collected step by step like berries are
picked in the forest. Therefore the approach is named berrypicking. In addition
he observed that users tend to change their search strategy depending on their
rational information need.

2.4 Clustering approach

The above approaches assume some kind of interaction between system and user.
In contrast clustering infers from the structure of the document collection on the
information needs that could be satisfied with the document collection. Docu-
ment clustering was subject to research since the 1960s [10] [11] [12]. In 1979
van Rijsbergen formally connected clustering and information need by formulat-
ing the cluster hypothesis, which states that closely associated documents are
relevant to the same information request [11]. Therefore clustering algorithms
highlight patterns in a document collection and allow the users to browse for
the needed information. The explosion of digital stored information during the
1990s made this approach very attractive. However, many design questions are
still open, most namely the evaluation of document cluster quality [13] [14].



3 Essentials of Information Need Assessment

Based on the historic review in the previous section the following definitions
intend to clarify the concept of information need.

Definition 1 (Information Need). Information need refers to the amount of
all absence information, which is necessary for a user to reach his or her goals
in a particular situation. The following assumptions hold:

1. The user may not know what exactly his information need is.
2. The user may not be able to formulate his information need.
3. The information need of a particular user may shift during a search session.

Definition 2 (Rational Information Need and Radical Information Need).
Let I(U, S) be the information need of user U in situation S. The part of the
information need the user is aware of is referred to as rational information need
IRt. The part of the information need the user is not aware of is referred to as
radical information need IRd. Rational and Radical information need are dis-
junct:

1. IRt(U, S) ∪ IRd(U, S) = I(U, S).
2. IRt(U, S) ∩ IRd(U, S) = ∅.
Definition 3 (Information Need Assessment). Information need assess-
ment refers to the process of increasing the degree of rational information need
of a user during a search session.

4 IR Assessment Model

The IN Assessment approaches are not competing with each other for which one
is the best. Instead each approach fits a certain search context better than the
others. IR system interfaces should account for this and dynamically adapt to
the user’s search context. The model in Figure 1 shows the IR Multi-Interface
Model, which incorporates different IN assessment approaches.

The model consists of three layers built around the user. The inner layer
represents the interfaces. Every interface gives the user another view on the
data. The middle layer represents the engines, which are necessary to realize the
interfaces. The outer layer represents the coordination system. The coordination
system decides what interface is presented to the user in a particular situation.

For the coordination system to work the classification framework in figure 2 is
applied. The framework classifies IN assessment methods along two dimensions:
the assessment time and the assessment style.

The assessment time refers to the timeframe in which information is gath-
ered about the user. In the case that the system encounters an unknown user,
who demands just in time information, the assessment time is short-term. This
situation is common for mass-user internet search engines. In the case that the
system continuously collects data about the information need of its users, the
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Fig. 1. Multi-Interface Model: The IR system is build around the user. It offers different
interfaces for searching in the system’s database.

assessment time is long-term. The advantage of long-term IN assessment is that
the system can distribute new relevant information to its users when it enters
the system. However, for this setting the users should have, at least to some
degree, a constant information need over the time.

The assessment style refers to the degree of human/computer involvement in
the IN assessment process. If the user formulates his information need by himself,
then the assessment style is supervised. This style is very useful when the user
knows what source he is looking for. If the system assesses the information need
of the user, then the assessment style is unsupervised. This situation is very
common when a user acquaint himself with some new topic and does not know
the important keywords. But also in the case that an overwhelming amount of
relevant information exists unsupervised methods are useful to discover some
structure in the information. If both, the user and the system, are involved in
the IN assessment, then the assessment style is semi-supervised.

The assessment style is closely tied to the degree of rational IN/radical IN.
The higher the degree of rational information need in relation to radical infor-
mation need the more likely a supervised method will support the user and vice
versa. Therefore a search usually starts with an unsupervised or semi-supervised
IN assessment method and moves during the search session torwards a supervised
method.

5 AiSearch

AiSearch is a Web document retrieval engine developed by the Knowledge-based
Systems Group at Paderborn University [3]. The engine is used for research in
information retrieval. For the purpose of information need assessment the engine
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Fig. 2. IN Assessment classification: The IN assessment approaches are classified along
the two dimensions assessment style and assessment time. The transparent numbers
indicate the degree of IR system involvement in the IN assessment. They range from
one (low IR system involvement) to six (high IR system involvement).

incorporates different user interfaces. Up to now two clustering based interfaces
are implemented and a third, which highlights chronological relations between
documents, is subject to research.

5.1 Implemented Interfaces

Figure 3 shows a clustering based IR interface. In this view the retrieved doc-
uments are clustered into conceptionally similar groups. The groups are repre-
sented by rectangulars and their content is described by terms on the correspond-
ing rectangular. The content of the selected cluster, which is always centered, is
shown in the window on the right side of the screen. The conceptional distance
between two clusters are indicated by the distribution of the rectangulars on the
screen. Therefore the closer a cluster is located to the center the more closely
it is related to the selected cluster. In addition a numbered line between two
clusters indicate their closeness in quantitative terms.

In contrast the screenshot in Figure 4 shows a taxanomic view of document
clusters. In this view only a small number of all clusters are displayed. The
clusters are represented by a term, which describes the content. When a user
clicks on one of the terms the corresponding cluster is extended and the view
displays its subtopics. The view is very useful when the information need is
highly unspecific and the IR system returns a large number of different clusters.
In this case a presentation of all clusters at the same time would confuse the
user.

5.2 Future work

An interface that highlights chronological relations between documents is subject
to current reseach. The basic idea is that knowledge about the development of a



Fig. 3. Cluster-based view: The documents are clustered in conceptionally similar
groups. The rectangulars represent the clusters, the terms on every rectangular de-
scribe the content, and the line between two connected rectangulars indicate their
closeness. On the right side of the sceen the content of the selected cluster is displayed
in ranked order.

certain topic over time is useful in some situations. Figure 5 shows schematically
two views on chronological structured documents. The view on the left side shows
a visualization for clusterd results. The vertical axis represents the clusters and
the horizontal axis the timeline. Circles in the coordination system represent
documents. The bigger a circle the more documents of the corresponding topic
refer to events at that time. The view on the rights side shows the ”chronological
environment” of the current document.

The realization of the engine for the chronological analysis demanded the
construction of a knowledge base. At the core of the knowledge base is a set of
manual tagged text documents. The tag structure is used to extract time/event
entities. A time/event entity is for example the sentence ”He plans to change
to another club in 2005.”. It is called time/event entity because the sentence
describes an event that takes place at a certain time. Every single time/event
entity is used as an example in the knowledge base database. Figure 6 shows
a screenshot of the engines rule manager and a set of examples. The structure
of every example is finegrained with additional tags like ¡Year¿ and ¡/Year¿ or
¡Number¿ and ¡/Number¿. Based on the examples and a set of principles the
system automatically indentifies time/event entities in texts.

At the moment the engine is still a prototype and its result quality subject to
current research. A more detailed description of the system and its performance
in practical settings will occur in follow-up publications during this and next
year. In addition the content of the texts is restricted to sports topics. However
an extension to political and business topics is planned.



Fig. 4. Taxonomic view: A small number of all cluster is displayed at the beginning.
Every cluster is represented by a term, which describes its content. The user can extend
the clusters to display subtopics.

6 Summary and Outlook

The purpose of this paper was to shift the eye of the reader to the importance of
information need assessment. Therefore the text started by criticising the short-
comings of current IN assessment practices, namely the query input/list output
IR systems. A historical survey showed that a user is embedded in different
search contexts, which determine how much the user knows about his current
information need. The IR Multi-Interface Model was presented to address the
existence of several search contexts and it was stated that an IR system should
offer different user interfaces and views on the data. Finally the search engine
AiSearch was surveyed to demonstrate the functioning of different interfaces in
practice.

For the furture the Knowledge-based Systems Group at Paderborn University
plans to introduce more interfaces for AISearch. In the short run the view on
chronological structured documents will be added to the system and performance
statistics will be published in follow-up papers.
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