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Naive Bayes classifier

category 1

category 2

category 3

unknown document?
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Get max P(c|d)
𝑃 𝑐 𝑑 = 𝑃 𝑐 ⋅

𝑃 𝑑 𝑐

𝑃 𝑑
𝑑 = 𝑣1, 𝑣2, 𝑣3…

𝑐∗ = argmax
𝑐∈𝐶
𝑃 𝑐 ⋅ 𝑃 𝑣𝑗 𝑐

given:

-𝑣𝑗 are independant

-P(d) is constant
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Statistical n-grams
-measures probability of a token given the tokens before

-Markov independance: only the last n-1 tokens are relevant

Bob buys a new car

n = 3
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Statistical n-grams

𝑃 𝑤𝑖 𝑤𝑖−𝑛+1…𝑤𝑖−1 =
# 𝑤𝑖−𝑛+1…𝑤𝑖
#(𝑤𝑖−𝑛+1…𝑤𝑖−1)
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What to do if𝑤𝑖 never occurs?
Back off model:

given n-gram

n-gram found no occurences

consider n-1 
gram

Multiply by factor
𝛽
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How to choose 𝛽?

𝛽 𝑤𝑖−𝑛+1…𝑤𝑖−1 =
1 −  𝑥:#(𝑤𝑖−𝑛+1…𝑤𝑖−1𝑥)>0𝑃 (𝑥|𝑤𝑖−𝑛+1…𝑤𝑖−1)

1 −  𝑥:#(𝑤𝑖−𝑛+1…𝑤𝑖−1𝑥)>0𝑃 (𝑥|𝑤𝑖−𝑛+2…𝑤𝑖−1)
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Smoothing
Absolute:

𝑃 𝑤𝑖 𝑤𝑖−𝑛+1…𝑤𝑖−1 =
# 𝑤𝑖−𝑛+1…𝑤𝑖 − 𝑏

#(𝑤𝑖−𝑛+1…𝑤𝑖−1)

Linear:

𝑃 𝑤𝑖 𝑤𝑖−𝑛+1…𝑤𝑖−1 = 1 −
𝑛1
𝑇

# 𝑤𝑖−𝑛+1…𝑤𝑖
#(𝑤𝑖−𝑛+1…𝑤𝑖−1)
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Conclusion

𝑐∗ = argmax
𝑐∈𝐶
𝑃 𝑐 ⋅ 

𝑖

𝑃𝑐 𝑤𝑖 𝑤𝑖−𝑛+1…𝑤𝑖−1

Consider all n-grams in test data and multiply the probs
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Greek authorship attribution

data set

Training data

• 10 authors

• 10 texts each

Test data

• Same 10 
authors

• 10 texts each

profile based
approach
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Results (greek authorship attribution)
char level models: 

n=1, absolute smoothing: 47% (paper: 57%)

world level models:

n=1, absolute smoothing: 67% (paper: 96%)
n=2, absolute smoothing: 92% (paper: 96%)
n=1, linear smoothing: 66% (paper: 96%)

good results for long texts
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n-gram size
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Points of interest
- Which probability do we assign, if a unigram does not exist in training data?

- Add one to count

- Options to reduce computation time
- Multicore

- The algorithm seems to work with just taking word lenght into consideration
- approx. 50% accuracy
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