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[Huang et al., CIKM 2012]
[Tang et al., SIGIR 2014]
Topic Models  [Tang and Zhang, PAKDD 2009]
[Kataria et al., AAAI 2010]
[El-Arini and Guestrin, SIGKDD 2011]
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<table>
<thead>
<tr>
<th>Field</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACM ID</td>
<td>1498835</td>
</tr>
<tr>
<td>Title</td>
<td>Finding Text Reuse on the Web</td>
</tr>
<tr>
<td>Authors</td>
<td>Michael Bendersky, W. Bruce Croft</td>
</tr>
<tr>
<td>Conference</td>
<td>WSDM 2009</td>
</tr>
<tr>
<td>Abstract</td>
<td>With the overwhelming number of reports on […]</td>
</tr>
<tr>
<td>Keywords</td>
<td>Text reuse, information flow, web search</td>
</tr>
<tr>
<td>Text</td>
<td>A sufficiently large archive such […]</td>
</tr>
<tr>
<td>References</td>
<td>1092473, 1341557, 1390432, […]</td>
</tr>
<tr>
<td>Citations</td>
<td>2487688, 1840829, 2399184, […]</td>
</tr>
</tbody>
</table>
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## Results

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MAP@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sofia Search</td>
<td>0.546</td>
</tr>
<tr>
<td>Nascimento</td>
<td>0.523</td>
</tr>
<tr>
<td>Google Scholar</td>
<td>0.535</td>
</tr>
<tr>
<td>Keyquery</td>
<td>0.568</td>
</tr>
<tr>
<td>Keyquery + Google Scholar</td>
<td>0.605</td>
</tr>
</tbody>
</table>
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Please describe a research task you are familiar with in a few words (e.g. cluster labeling).
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**STEP 2**

**Related Documents**

The table below lists the documents found to be related in alphabetical order by title. You can expand a document’s abstract by clicking on **ABSTRACT**, and you can open the document as PDF file by clicking on **PDF**.

Please read the abstract of each paper and rate it regarding two criteria: relatedness and familiarity.

The **Level of Relatedness** indicates how related the document is with respect to your research task and input documents specified in STEP 1.

- **Highly**: The document matches my research task perfectly.
- **Fairly**: The document matches my research task.
- **Marginally**: The document includes only a few aspects of my research task.
- **Not Related**: The document does not match my research task in any respect.

The **Level of Familiarity** indicates whether you knew the document before this user study or not.

- **Familiar**: I knew the document before.
- **Unfamiliar**: I didn’t know the document before.

<table>
<thead>
<tr>
<th>Document</th>
<th>Level of Relatedness</th>
<th>Level of Familiarity</th>
</tr>
</thead>
</table>
| ABSTRACT PDF  
**Anchor Text Extraction for Academic Search**  
Shuming Shi, Fei Xing, Mingjie Zhu, Zaiqing Niu, Ji-Rong Wen  
NLPIR4DL 2009 | Highly | Familiar |
| | Fairly | |
| | Marginally | |
| | Not Related | ✓ |
| | | |
| ABSTRACT PDF  
**Context-aware citation recommendation**  
Qi He, Jian Pei, Daniel Kifer, Prasenjit Mitra, Lee Giles  
WWW 2010 | Highly | Familiar |
| | Fairly | |
| | Marginally | |
| | Not Related | ✓ |
| | | |
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### Result Overlap

<table>
<thead>
<tr>
<th></th>
<th>Sofia Search</th>
<th>Nascimento</th>
<th>Google Scholar</th>
<th>Keyquery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sofia Search</td>
<td>100</td>
<td>26</td>
<td>27</td>
<td>55</td>
</tr>
<tr>
<td>Nascimento</td>
<td>26</td>
<td>100</td>
<td>16</td>
<td>25</td>
</tr>
<tr>
<td>Google Scholar</td>
<td>27</td>
<td>16</td>
<td>100</td>
<td>30</td>
</tr>
<tr>
<td>Keyquery</td>
<td>55</td>
<td>25</td>
<td>30</td>
<td>100</td>
</tr>
</tbody>
</table>