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Abstract

Generative text-to-image models such as Stable Diffusion allow users to generate images based on a textual description, the prompt. Changing the prompt is still the primary means for the user to change a generated image as desired. However, changing the image by reformulating the prompt remains a difficult process of trial and error, which has led to the emergence of prompt engineering as a new field of research. We propose and analyze methods to change the embedding of a prompt directly instead of the prompt text. It allows for more fine-grained and targeted control that takes into account user intentions. Our approach treats the generative text-to-image model as a continuous function and passes gradients between the image space and the prompt embedding space. By addressing different user interaction problems, we can apply this idea in three scenarios: (1) Optimization of a metric defined in image space that could measure, for example, image style. (2) Assistance of users in creative tasks by enabling them to navigate the image space along a selection of directions of “near” prompt embeddings. (3) Changing the embedding of the prompt to include information that the user has seen in a particular seed but finds difficult to describe in the prompt. Our experiments demonstrate the feasibility of the described methods.

1 Introduction

Generative text-to-image models such as Stable Diffusion (Rombach et al. 2022) allow users to generate images based on a textual description called a prompt. If a generated image does not satisfy the user directly, adjusting the prompt is currently the primary directed way to change the generated images. Since users have found that certain prompts are more likely to produce satisfactory images than others, several approaches to write and refine prompts have emerged. The resulting variety of prompt design patterns and best practices is collectively referred to as prompt engineering (Hao et al. 2022; Witteveen and Andrews 2022). As shown in the upper left of Figure 1, prompt engineering is an iterative process of refining an original prompt until the resulting image is satisfactory. At each iteration, the user interprets the image generated by the model and evaluates how successfully they have modified the prompt. For the next iteration, the user tries to guess which reformulation might have the desired effect. Over time, the user learns how the model interprets a prompt, as it were, its “prompt language”.

Prompt engineering has several shortcomings: The prompt language of a model is opaque to the user, and its interpretation by the model may differ arbitrarily from that of the user, due to the inherent ambiguity of natural language as well as potentially misleading correlations in the model’s training data. In addition, a model may not consider the same parts of a prompt as important as the user, so clearly phrased prompts may have little to no impact on the generated image. Certain aspects of an image are difficult to describe, such as stylistic and aesthetic aspects and minute details. Generative models
are often non-deterministic in that a new random seed is used to initialize inference for each new prompt, which can lead to unpredictable results. Overall, users report that they have a sense of direction in prompt engineering, but no control over the process (Deckers et al. 2023). We attribute this to the iterative nature of prompt engineering and a fundamental mismatch between user expectations during prompt engineering and model behavior: A generative text-to-image model does not use information about the user’s previous interactions in a prompt engineering session, while the user builds a mental model from their interactions to reformulate prompts. This leads the user to presume predictable model behavior in situations where none can be expected. For inexperienced users, prompt engineering may therefore basically seem not much better than trial and error.

In this paper, we propose and analyze a new targeted approach to guide the user in the desired direction when generating their image (see Figure 1). Instead of modifying a prompt, we develop three techniques that allow the user to manipulate the prompt’s embedding in a meaningful way. In typical text-to-image models, a prompt is mapped into an embedding space before the corresponding image is generated. Based on the observation that small changes to the embedding of a prompt lead to small changes in the generated image, modifying the embedding of the prompt allows the continuous modification of the information originally contained in the prompt in arbitrarily fine steps. This relieves the user of verbalizing the desired changes as well as finding a wording that the model understands, leading to a better satisfaction with each iteration.

Our three methods differ primarily in the way they determine the direction in which to modify the prompt embedding (Section 3): (1) A method based on a metric living in the image space that captures, for example, certain stylistic or aesthetic aspects. (2) A human feedback-based method in which the user selects the direction in which to modify the prompt embedding from a list of alternatives. (3) A method based on a target image generated from a prompt and a specific seed that allows the user to generate an image similar to the target image, regardless of the seed used. We evaluate these three methods in experiments and a user study (Section 4). All code and data underlying our method and experiments is provided in the supplementary material.1,2

2 Background and Related Work

To further motivate the idea of modifying prompt embeddings instead of prompts, this section addresses the pipeline used for generative text-to-image models like Stable Diffusion. We will also refer to related approaches that allow users to control the generation of the image without or with limited prompt engineering.

2.1 Stable Diffusion

Stable Diffusion (Rombach et al. 2022) is based on the concept of diffusion probabilistic models (Sohl-Dickstein et al. 2015), while implementing a U-Net as an autoencoder in the denoising step. This makes this architecture suitable for image generation. The denoising process, which is executed to generate an image, starts with a randomly initialized latent, making it possible to use a seed for the generation. What makes Stable Diffusion useful as a generative text-to-image model is its conditioning mechanism. It uses a cross-attention mechanism (Vaswani et al. 2017) and allows for various input modalities. For training their text-to-image model, the LAION dataset (Schuhmann et al. 2022) with text-image pairs is used. The texts (and thus also the prompts), however, are not directly used in the conditioning mechanism, but are converted into embeddings beforehand using the CLIP encoder (Radford et al. 2021). The embeddings are a numerical representation of the provided prompts.

Other state-of-the-art generative text-to-image models use a similar pipeline, either by employing CLIP embeddings (Ramesh et al. 2022; Nichol et al. 2022), by using different encoders like T5-XXL (Raffel et al. 2019; Saharia et al. 2022; Chang et al. 2023), or a combination of both (Balaji et al. 2022). For our experiments, we use Stable Diffusion (Rombach et al. 2022) as the generative text-to-image model due to the availability of the model weights. However, the model is mostly treated as a black box (with the exception of computing the gradients), making our approaches applicable for other models, too.

2.2 Interpolation of Prompt Embeddings

The CLIP embeddings used by Stable Diffusion to generate images encode both content and style described in the prompt. We observe that the map from the prompt embedding space to the image space that is defined by Stable Diffusion is continuous in the sense that small adjustments in the prompt embedding space lead to small changes in the image space.
Not only is this true when considering the distance of the pixel values in the images, it also holds for the perceived difference of content and style of the generated images. It should also be noted that, more specifically, small adjustments of a well-working prompt embedding also yield an image that still has a high quality.

For larger single-step adjustments, we use an interpolation between two prompt embeddings. As a consequence of the cosine similarity being used to train CLIP, a linear interpolation (LERP) between the prompt embeddings is not suitable: If the norm of an embedding is not within a certain range, Stable Diffusion produces corrupted images. This also means that not all values that can be denoted in the same matrix format as prompt embeddings are also suitable to be used as such. Correcting the norm of linearly interpolated prompt embeddings is a feasible way to prevent this issue (see Figure 2). Using SLERP (Shoemake 1985), a spherical linear interpolation, is also possible. This method is well established in the context of interpolating prompt embeddings (Han et al. 2023). Figure 3 shows an example for the interpolation between two prompt embeddings. It can be observed that the perceived style and content are also interpolated after generating the corresponding images using Stable Diffusion. CLIP embeddings and Stable Diffusion can thus be called robust in this regard.

Our proposed methods use small-step adjustments of prompt embeddings induced by gradient descent or defined by small steps along a SLERP interpolation, and larger adjustments created by directly performing SLERP interpolation between the embeddings of two prompts. This allows for a fine-grained and effective control when modifying the prompt embeddings. It should also be noted that an interpolation between the initial latents (which are initialized randomly using a seed) is possible. While SLERP often seems to be feasible for this task, problems have been observed with this method, leading to the development of more advanced methods (Samuel et al. 2023).

2.3 Related Work

The concept of optimizing prompts has also been investigated in the context of language models that are used to generate text. Here, text prompts can be considered discrete, requiring special methods for optimization (Deng et al. 2022). Continuous prompt embeddings have been introduced, allowing a training without finetuning the used model itself (Liu et al. 2021; Lester, Al-Rfou, and Constant 2021).

In the context of generative text-to-image models, the process of prompt engineering can be supported by frameworks like the AUTOMATIC1111 web UI,

\footnote{https://github.com/AUTOMATIC1111/stable-diffusion-webui}

which provides useful tools for suggesting prompt modifiers or modifying specific image areas (inpainting).

One idea to provide the text-to-image model with the information that would usually be given in the prompt is by making it possible to input images. While inpainting is a very direct method as it simply copies information between the image spaces, other methods have been introduced that allow for a more indirect and complex interaction with the provided images. Textual inversion (Gal et al. 2023) takes images of existing objects and learns a concept, which can then be referred to in custom prompts without having to precisely describe the learned concept verbally. This is achieved by finetuning the weights of the diffusion model. Some related methods use a similar technique (Ruiz et al. 2022; Han et al. 2023). Other methods allow to modify given real images by computing a prompt embedding that would generate the given image, and modifying this embedding based on a modification of a textual prompt (Hertz et al. 2023; Mokady et al. 2022; Li et al. 2023). Methods like LDEdit (Chandramouli and Gandikota 2022) can be framed as instead computing a latent that could be used to generate a given image, and then generating a new image using a modified prompt.

In order to incorporate human feedback, e.g., through an aesthetics metric, it is also possible to finetune the diffusion model (Black et al. 2023). Compared to modifying the underlying prompt embedding, this is expensive and does not reflect the process of prompt engineering. Human feedback can also be used to finetune the CLIP encoder to align the models better with the users’ preference (Wu et al. 2023). This has a direct effect on the prompt embeddings, but does not allow for individual adjustments of single prompts. Human feedback in the form of binary ratings can also be used to iteratively modify the weights of the U-Net’s self-attention module, which results in an individual optimization for a given prompt (von Rütte et al. 2023).

It can be helpful to provide the model with information in different input modalities. ControlNet (Zhang and Agrawala 2023) allows to extend Stable Diffusion so that it can be finetuned on accepting, e.g., segmentation maps, depth maps, or human scribbles. Different ways to control diffusion models go as far as using brain activity instead of text prompts (Takagi and Nishimoto 2023).

2.4 Prompt Datasets

The experiments in this paper require a diverse range of prompts. For the evaluation and some of the figures, we used a subset of the prompts from DiffusionDB (Wang et al. 2023). For the user study in Section 4.2, some initial prompts came from https://lexica.art, a database of well-engineered prompts, where we removed some of the contained prompt modifiers. All used prompts are given in the supplementary material.

3 Methodology

This section introduces our proposed methods. Experimental results and figures can be found in Section 4. Figure 1 gives an overview of the proposed methods.

3.1 Metric-Based Optimization

During prompt engineering, users often use prompt modifiers to achieve a certain style or aesthetic. This is often achieved by, e.g., appending phrases like 4k high resolution award-winning image. These modifiers seem highly arbitrary. Our proposed method optimizes the embedding of a given prompt with respect to a metric defined on the image space. If the style sought by the user can be expressed using a such a metric and its gradients can be computed, our
method can automatically improve the prompt embedding and provide the user with better images.

In the usual process, an image \( I \) is generated from a prompt \( P \) by embedding the prompt and applying the Latent Diffusion Model:

\[
I = \text{LDM}(\psi(P))
\]

(1)

Given a metric \( m \), we use gradient descent (or gradient ascent in case the metric denotes an improvement by an increasing value) to optimize the prompt embeddings with

\[
C^* = \arg\min_C m(\text{LDM}(C)),
\]

(2)

where the prompt embeddings are initialized as

\[
C = \psi(P).
\]

(3)

The resulting image is

\[
I^* = \text{LDM}(C^*).
\]

(4)

It should be noted that we do not update the model weights during our training (i.e., perform finetuning). Using gradient descent allows to apply relatively small modifications to the prompt embedding, leaving most aspects of the generated image intact, while still optimizing with respect to the desired metric.

During the optimization, we keep the used seed fixed. However, we will discuss the generalization across seeds in our experiments (Section 4.1).

We implement our method for three metrics: One pair of simple metrics (blurriness and sharpness) and a complex deep-learning based aesthetic metric. The blurriness metric is defined by converting the image to grayscale, computing the discrete Laplacian by applying a 2D nine-point stencil via convolution, and returning the variance of the Laplacian. The sharpness metric is simply defined as the negative of the blurriness metric. To describe the aesthetic quality of an image in the pixel space, we need to employ human ratings. We do this by using the pretrained LAION aesthetic predictor.\(^4\)\(^5\) Its score is determined by first computing the CLIP embedding of the image that is to be evaluated, and then feeding it into a linear model that has been pretrained to predict a score between 1 and 10 based on 176,000 human ratings of images. This pipeline forms a metric that we use to describe and optimize aesthetic quality. Note that all three metrics allow their gradients to be computed automatically, making them feasible for the proposed method.

\[\text{3.2 Iterative Human Feedback}\]

Generative text-to-image models are often used for creative tasks where a general theme is given, but the user does not have a specific target image in mind. Users can vary the seed to gain inspiration, but this method is quite limited and lacks control. In the context of prompt engineering, this can lead to a process of trial and error where users apply different prompt modifiers to improve their prompt locally. Our goal is to iteratively provide inspiration to the user in the form of suggested related images based on a modified prompt embedding.

After initializing the current prompt embedding as \( C = \psi(P) \) with a initial prompt \( P \), each step is defined as follows: To generate choices for the user to select from, we generate prompt embeddings \( C_i \) as

\[
C_i = \text{SLERP}(C, \hat{C}, c_i),
\]

(5)

where the prompt embeddings \( C_i \) are generated from random prompts \( \hat{P}_i \), which are mainly created by concatenating random alphanumeric characters. From a large set of such potential candidates, a subset is selected that approximates a maximum pairwise cosine distance. This creates a diverse range of prompt embedding candidates. The interpolation parameter \( c_i \) is chosen to keep \( C, \hat{C} \) constant and equal for each individual choice, allowing for an equal perceived distance of the choice from the current prompt embedding.

In a second step identical to the above, we modify the embedding \( \hat{C}_i \) towards the original prompt (also in this case modified by a randomly selected prompt modifier from a list of established modifiers). This re-introduces aesthetic quality and prevents the iterative method from diverging too much from the original meaning.

The choices given to the user are thus

\[
\hat{I}_i = \text{LDM}(\hat{C}_i).
\]

(6)

The user is now able to select a choice \( i \) and assign an interpolation parameter \( \alpha \in [0, 1] \), that is used to determine the new current prompt embedding for the next step as

\[
\check{C} = \text{SLERP}(C, \hat{I}_i, \alpha).
\]

(7)

The new current image can now be displayed as

\[
\check{I} = \text{LDM}(\check{C}).
\]

(8)

Again, this method can be considered an optimization, where each step locally optimizes the user satisfaction. During the iterative process, we keep the used seed fixed to improve the predictability of the results.

Figure 4 shows an implementation of the user interface for this method. In each step, the user can choose between five options.

\[\text{3.3 Seed-Invariant Prompt Embeddings}\]

During the process of prompt engineering, users typically try out different seeds to seek inspiration. If they discover something interesting, e.g., an object or style, the users typically try to verbalize this aspect to include it in the prompt, which can be very difficult. As shown in Figure 5, the seed can have a large effect when using certain prompts. If the user’s satisfaction depends on the seed, this may indicate that the prompt does not contain all the necessary information. We propose an automatic method to remove the underspecification of the prompt (Hutchinson, Baldridge, and Prabhakaran 2022) by modifying the prompt embeddings directly.

Given a target image \( I \) created using a prompt \( P \) and an initial latent \( z \), the goal is to find a prompt embedding \( C^* \) such that

\[
\text{LDM}(\psi(P), z) = \text{LDM}(C^*, \tilde{z})
\]

(9)
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Figure 4: The user interface for our iterative human feedback method. The current image is shown on the bottom left. The choices are shown at the top. The bottom right shows a t-SNE (van der Maaten and Hinton 2008) dimensionality reduction of the current embedding in the center and the five options scattered around.

Figure 5: Selected images generated with the prompt Single Color Ball and different random seeds.

for any feasibly initial latent \( \hat{z} \).

The pseudocode in Algorithm 1 outlines the proposed method.

This algorithm uses gradient descent to optimize a loss w.r.t. the current prompt embedding \( C \), bringing its image for random seeds closer to the target image. It should be noted that the random seeds are only introduced gradually using the interpolation parameter \( \alpha \). It is feasible to restrict the output of \( \text{LDM}(\ldots) \) to only the first latents in the beginning.

To further illustrate the proposed method, we will use an oversimplified example. We will reuse the images from Figure 5 and will try to reach a prompt embedding which still shows an image like that of Seed 5.1 when prompted with a different seed like Seed 5.2. We simplify the algorithm above by restricting the space for \( C \) to a one-dimensional interpolation between the prompt embeddings of Single

Algorithm 1: Seed-Invariant Prompt Embeddings

1: \( I \leftarrow \text{LDM}(\psi(P), z) \)
2: \( C \leftarrow \psi(P) \)
3: for \( \alpha \leftarrow \frac{1}{n}, \ldots, \frac{n}{n} \) do
4: \( \hat{z} \) as a batch of random initial latents
5: \( L \leftarrow \| I - \text{LDM}(C, \text{SLERP}(z, \hat{z}, \alpha)) \|_2^2 \)
6: \( C \leftarrow C - \eta \nabla_{C} L \)
7: end for
8: return \( C \)

Figure 6: Traversing the prompt embedding space for a gradually modified seed. \( \alpha \) denotes the SLERP interpolation parameter between two seeds Seed 5.1 (left) and Seed 5.2 (right). The ordinate represents the prompt embedding space with \( \text{sigmoid}() \) denoting the SLERP interpolation parameter between Single Color Ball (bottom) and Blue Single Color Ball (top). The orange curve denotes the learned \( \beta \) for each \( \alpha \) step.

Figure 7: Selected examples of optimizing metrics blurriness (top) and sharpness (bottom).

4 Experimental Results

For the computation of our experimental results, we used Pytorch 2.0 under Python 3.10 in a dockerized Ubuntu system on an A100 GPU. However, not the full memory of the GPU was used as Stable Diffusion is able to run with 8 GB of VRAM. Further details can be found in the supplementary material.
4.1 Metric-Based Optimization

Figure 7 shows the images generated from the updated prompt embeddings at selected time steps for the optimization of the blurriness and the sharpness metric for a single initial prompt. In Figure 8, results of the optimization of the aesthetic metric are shown in a similar way. By comparing the different initial prompts it can be seen that the modified aspects of the images depend on the used prompt. Nevertheless, the results are very promising.

Note that the specific values of a metric required for an image to be perceived as optimal depend on the specific prompt used. Therefore, we propose to leave it to the user to inspect the images generated in increasing iterations so they can terminate the method. Continuing the optimization beyond this point shows that the used metrics can be prone to overfitting. For the blurriness and sharpness metrics, this results in an image with artifacts. This could indicate that the direction implied by the metric’s gradient is outside of the prompt embedding space that Stable Diffusion is trained on (see Section 2.2). The aesthetic metric does not seem to have this problem because it takes such effects into account. However, it is possible to optimize the images to the point where they no longer fit the original prompt.

When using or developing new prompt modifiers, users often want them to have the desired effect regardless of the random seed used. They sometimes need the flexibility of being able to change the seed used as a tool to adjust certain aspects of the image, such as composition, or to seek creative inspiration. Finding prompt modifiers that work independently of the seed is very helpful in this regard. We noticed that our method is especially helpful for creative tasks, where the user does not have a clear target image in mind. This could be noticed in the different behavior of users that first used our proposed method versus users that first performed prompt engineering. The latter case can be considered a limitation of the method: In this case, the user is dependent on being shown suggestions pointing into the direction of a desired target. Our method is also feasible for users with limited experience in prompt engineering, for whom the latter has been a rather frustrating experience. Our method was found to be less tedious, and six users even

Figure 9: Values of the aesthetic metric over the iteration steps of the metric-based optimization (Section 3.1) for 65 different seeds.

4.2 Iterative Human Feedback

In a user study with 8 participants, we asked users to use our method to create an image fitting to a given description, following their individual preferences. To compare this approach with prompt engineering, we also implemented a similar user interface as a reference baseline. For each method, the users had 20 iterations to come up with an optimal image. During the process, they were asked to describe their approach. Afterwards, they were asked for a relative ranking between the optimal images for both methods. Details can be found in the supplementary material. Figure 10 shows selected results.
preferred the image generated by our method to the one generated by prompt engineering. Contrary to the findings in Section 4.1, the prompt embeddings generated in this experiment did not generalize across the given seed, as the relative ratings seemed to differ when the seed for the optimal prompt embeddings for both methods was changed.

### 4.3 Seed-Invariant Prompt Embeddings

In a less restricted experiment than the one in Section 3.3, we inspect the feasibility of our implementation for more general problems. Now, we directly optimize the highly-dimensional embedding $C$ without providing a low-dimensional subspace tailored for this specific experiment.

Figure 11 shows the first experimental results. They show that the current implementation is capable of sensing a general direction of optimization, but lacks precision, especially for complex prompts. We hope that this limitation could be overcome by borrowing implementation details from approaches like Mokady et al. (2022).

### 5 Conclusion

In this paper, we introduced three methods for modifying the embeddings of Stable Diffusion prompts. Supported by our experimental results, we are able to identify a common use case for the proposed methods: Prompt engineering often consists of iteratively refining an existing prompt. As seen in our user study, this is true in the case of creative tasks, where the user seeks inspiration, as well as in the case where the user has a fixed target image in mind. Our proposed methods provide support in both scenarios. In addition, the optimization of a metric can be used to modify the image in the case where the user simply wants to improve the image but does not know how. By introducing and evaluating these methods, we are able to demonstrate the feasibility of prompt embedding manipulation. This paper contributes to improving the user experience when using generative text-to-image models by allowing prompt engineering to be bypassed in certain scenarios, thereby increasing the accessibility of the models.

Our methods can be generalized beyond Stable Diffusion, as other models have a similar architecture.

Future applications of this work revolve around the idea of reusing the optimized prompt embeddings. Due to their demonstrated robustness (in some cases even with invariance with respect to the seeds), they can potentially be used to improve other prompts. This is already possible with an interpolation. However, different ways of integrating them could be investigated (cf. Section 2.3). It might also be possible to share the optimized prompt embeddings with a community, similar to e.g. Lexica.

Another idea would be to extend the seed invariance of the prompt embeddings to a prompt invariance of the introduced changes in the prompt embeddings. This could lead to a single representation of, e.g., prompt embeddings with a high aesthetic quality. These prompt embedding modifiers could then be used instead of prompt modifiers.

We have also shown the parallels of our approach to the domain of language models for text generation. One could try to transfer our proposed methods to this or possibly other domains.
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