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Abstract

We present a neural argument tagger coming with a web interface and API for argument mining. The tool can tag arguments in input free texts and retrieve arguments from a pre-tagged web-scale corpus. The web interface and the accompanying API provide models pre-trained on various datasets enabling the use of neural argument mining without any reproducibility effort at the user side. The code is open source to ensure portability to other domains and use cases.

1 Introduction

Argumentation is a multi-disciplinary field that extends from philosophy and psychology to linguistics as well as to artificial intelligence. Recent developments in argument mining apply natural language processing methods to argumentation (Palau and Moens, 2011; Lippi and Torroni, 2016a) and are mostly focused on training classifiers on annotated text fragments to identify argumentative text units, such as claims and premises (Biran and Rambow, 2011; Habernal et al., 2014; Rinott et al., 2015). More specifically, current approaches mainly focus on three tasks: (1) detection of sentences containing argumentative units, (2) detection of the argumentative units’ boundaries inside sentences, and (3) identifying relations between argumentative units.

Despite vital research in argument mining, there is a lack of freely available tools that enable users, especially non-experts, to make use of the field’s recent advances. In this paper, we close this gap by introducing TARGER: a system with a user-friendly web interface1 that can extract argumentative units in user-specified free texts in real-time based on recent neural models trained on common argument mining corpora with a highly configurable and efficient neural sequence tagger. The native PyTorch implementation is also available as open source.2 It has no external dependencies and thus is very easy to incorporate into any existing NLP pipeline. For cases where a user’s free text input does not contain any arguments, TARGER’s API and web interface also allow for very fast retrieval of arguments from an argument-tagged version of the web-scale Common Crawl-based DepCC (Panchenko et al., 2018).

2 Related Work

There are three publicly available systems offering some functionality similar to TARGER. ArgumenText (Stab et al., 2018) is an argument search engine that retrieves argumentative sentences from the Common Crawl and labels them as pro or con given a keyword-based user query. Similarly, args.me (Wachsmuth et al., 2017) retrieves pro and con arguments from 300,000 arguments crawled from debating portals. Finally, MARGOT (Lippi and Torroni, 2016b) provides argument tagging for free-text inputs. However, answer times are rather slow in the 5+ seconds range for single input sentences.

TARGER offers a real-time retrieval functionality similar to ArgumenText and fast real-time free-text argument tagging with the option of switching between different pre-trained state-of-the-art models (MARGOT offers only a single one).

3 Design of TARGER

The overall architecture of TARGER is shown in Figure 1. It contains components for data preprocessing and a front-end web interface serving pre-trained models and indexed data. The framework

1 http://ltdemos.informatik.uni-hamburg.de/argsearch
2 https://github.com/achernodub/targer
Table 1: Characteristics of the training datasets.

<table>
<thead>
<tr>
<th></th>
<th>Essays</th>
<th>WebD</th>
<th>IBM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Claims</td>
<td>22,443</td>
<td>3,670</td>
<td>8,073,589</td>
</tr>
<tr>
<td>Premises</td>
<td>67,157</td>
<td>20,906</td>
<td>35,349,501</td>
</tr>
<tr>
<td>Major Claims</td>
<td>10,966</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Backing</td>
<td>-</td>
<td>10,775</td>
<td>-</td>
</tr>
<tr>
<td>Refutations</td>
<td>-</td>
<td>867</td>
<td>-</td>
</tr>
<tr>
<td>Rebuttals</td>
<td>-</td>
<td>2,247</td>
<td>-</td>
</tr>
<tr>
<td>None</td>
<td>47,619</td>
<td>46,352</td>
<td>3,710,839</td>
</tr>
<tr>
<td>Combined</td>
<td>148,185</td>
<td>84,817</td>
<td>47,133,929</td>
</tr>
</tbody>
</table>

is modular and flexible. Each component is independent of the others and uses HTTP requests for internal interaction. Due to the modularity, the different parts can be deployed on different servers, either in Docker containers or natively.

In the preprocessing phase, we trained a neural sequence tagger (component “Tagger”) on different datasets (cf. Section 3.1) yielding a variety of argument mining models. For free-text tagging, the user can choose between them. In the final preprocessing step, the trained models were run on the web-scale background corpus and the argument units were stored in additional fields of a respective Elasticsearch index (components “Labeler” and “Indexer”).

The frontend of TARGER is implemented as a Flask-based web app. Any user input is sent as an AJAX request to the app, where it is processed, interactions with other components are performed, and results are sent back to the user interface. The backend accepts unformatted free text to be tagged with argumentative units by one of the pre-trained models, while the index can be queried from the frontend with keyword queries to retrieve text passages where the query terms match argumentative units in the background corpus. In the following sections, we present various components and technical details of our framework.

3.1 Neural Sequence Tagger

We implemented a BiLSTM-CNN-CRF neural tagger (Ma and Hovy, 2016) for identifying argument components and classifying them as claims or premises. The BiLSTM-CNN-CRF method is popular for sequence tagging tasks such as NER and POS-tagging (Ma and Hovy, 2016; Lample et al., 2016) as well as for argument mining (Eger et al., 2017). It relies on pre-computed word embeddings, a single bidirectional-LSTM/GRU recurrent layer, convolutional character-level embeddings to capture out-of-vocabulary words, and a first-order Conditional Random Field (Lafferty et al., 2001) to capture dependencies between adjacent tags. The end-to-end learning architecture achieves state-of-the-art or near state-of-the-art performance for sequence tagging tasks like NER or POS-tagging.

The argument tagging models were trained on the persuasive essays (Essays) (Eger et al., 2017), web discourse (WebD) (Habernal and Gurevych, 2017), and IBM Debater (IBM) (Levy et al., 2018) datasets; characteristics given in Table 1.

Our Python 3.6 / PyTorch 1.0 implementation does not contain any third-party dependencies, has native vectorized code for high-performance training and evaluation, and supports several input data formats as well as evaluation score functions. The models currently deployed to the TARGER API and web interface use GloVe (Pennington et al., 2014), fastText (Mikolov et al., 2018), or dependency-based embeddings (Levy and Goldberg, 2014) (overview in Table 2). During the training, we performed hyperparameter tuning for every model with the following variations: optimizer [SGD, Adam], learning rate [0.001, 0.05, 0.01], dropout [0.1, 0.5], number of hidden units in recurrent layer [100, 150, 200, 250].

3.2 Retrieval Functionality

We used an Apache Spark cluster to run the trained models on the DepCC background collection (component “Labeler” in Figure 1) and extended our Elasticsearch index of the DepCC by additional fields containing the argument unit spans and labels of the different models.
### Table 2: Models currently deployed in TARGER.

<table>
<thead>
<tr>
<th>Data</th>
<th>Embeddings</th>
<th>Tagger</th>
</tr>
</thead>
<tbody>
<tr>
<td>Essays</td>
<td>fastText</td>
<td>(Reimers and Gurevych, 2017)</td>
</tr>
<tr>
<td>Essays</td>
<td>Dependency</td>
<td>(Reimers and Gurevych, 2017)</td>
</tr>
<tr>
<td>Essays</td>
<td>GloVe</td>
<td>Ours</td>
</tr>
<tr>
<td>WebD</td>
<td>fastText</td>
<td>(Reimers and Gurevych, 2017)</td>
</tr>
<tr>
<td>WebD</td>
<td>Dependency</td>
<td>(Reimers and Gurevych, 2017)</td>
</tr>
<tr>
<td>WebD</td>
<td>GloVe</td>
<td>Ours</td>
</tr>
<tr>
<td>IBM</td>
<td>fastText</td>
<td>(Reimers and Gurevych, 2017)</td>
</tr>
<tr>
<td>IBM</td>
<td>GloVe</td>
<td>Ours</td>
</tr>
</tbody>
</table>

We use a linguistically pre-processed Common Crawl corpus (Panchenko et al., 2018) as a background document collection for argument retrieval. It contains 365 million documents and 14.3 billion sentences in English from the Web.

### 3.3 TARGER API

To keep the TARGER framework modular and scalable while still allowing access to the models from external clients, we provide a restful API (component “Backend” in Figure 1). Each trained model is associated with a separate API endpoint accepting raw text as input. The output is provided as a list of word-level tokens with IOB-formatted labels for argument units (premises and claims) and the tagger’s confidence scores for each label.

### 3.4 TARGER Web Interface

The web interface of the tool offers two functionalities available as tabs in a web browser: Analyze Text and Search Arguments. On the analysis tab (cf. Figure 2), the user can choose one of the deployed models to identify arguments in a user-provided free text. The result is shown with colored labels for different types of argumentative units (premises and claims) as well as detected named entities (nested tags for entities in argument units are supported). Once a result is shown, it is possible to customize the display by enabling/disabling different labels without performing additional tagging runs.

On the retrieval tab (cf. Figure 3), the user can enter a keyword query and choose whether the keywords should be matched in claims, premises, etc. Every retrieved result then comes as a text fragment colorized with argument and entity information just as on the analysis tab. To indicate provenance, the URL of the original document is also provided.

### 4 Evaluation

We evaluate the pre-trained models for argument tagging on the common argument mining benchmark datasets of Persuasive Essays (Eger et al., 2017), Web Discourse (Habernal and Gurevych, 2017), and IBM (Levy et al., 2018) using the 70/10/20 train/dev/test split of these datasets.

#### 4.1 Experimental Results

We used the evaluation setup suggested in the respective original publications. On the Persuasive Essays dataset (Paragraph level), we achieved a span-level micro-F1 of 64.54 for extracted argument components matching the best performance of 64.74 ± 1.97 reported in the (Eger et al., 2017).

For adapting the IBM Debater dataset, we transformed original entries to the token-level claims and premises. We got a micro-F1 score of 99.87 which we explain by the specific type of the data and its structure. This dataset does not contain much text labeled as non-argumentational that complicates transfer to other domains.

On the Web Discourse dataset, we reproduced 10-fold cross-validation from (Habernal and Gurevych, 2017). Our neural tagger only used word embeddings as features opposed to lexical, structural, morphological and other hand-crafted features used in the original publication. As it was shown for cross-domain experimental scenarios (Habernal and Gurevych, 2017), hand-crafted features show a strong tendency to overfit on the topics of the training texts, so “word embeddings only” is a more robust feature choice in domain-agnostic general-purpose systems as required for web or free-text data. In this setting, we slightly improved the originally reported token-level macro-F1 of 22.9 (Habernal and Gurevych, 2017) by achieving a macro-F1 of 24.2.

#### 4.2 TARGER @ TREC Common Core Track

As a proof-of-concept, we used the TARGER API in a TREC 2018 Common Core track submission (Bondarenko et al., 2018). TARGER served as a subroutine in a pipeline of axiomatic re-ranking (Hagen et al., 2016) of BM25F retrieval results with respect to their argumentativeness (presence/absence of arguments). For articles from the underlying Washington Post collection3, TARGER identified the argumentative units. We achieved re-ranking results in the Core track demonstrate

---

3https://trec.nist.gov/data/wapost/
substantial improvements of 10+% increase in retrieval quality for four out of 25 TREC topics that we manually labeled as potentially “argumentative” (i.e., where relevant results probably should contain arguments).

In similar and different scenarios TARGER could serve as a valuable complementary subroutine such that integrating new neural argument mining models will be an ongoing effort at our side to constantly support TARGER’s users.

**5 Conclusion**

We have presented a system for tagging arguments in free text and for retrieving arguments from a web-scale corpus. With the available RESTful API and the web interface, users can simply utilize and integrate different state-of-the-art argument mining approaches in their pipelines or perform manual analysis of texts. Thus, we make the recent argument mining technologies more accessible and usable to the general public and developers. Our framework is available under a permissive open source license. Besides, it allows to train and deploy new taggers so users can take advantage of the argument mining state-of-the-art. Our future work is to integrate models based on ELMo (Peters et al., 2018) and BERT (Devlin et al., 2018).

Finally, by looking at results of tagging of various state-of-the-art taggers using our system, it becomes clear than despite recent advanced in argument mining there is still a long way to go from the domain adaptation side. While in-domain classification results are relevant, random text snippets of different styles and genres taken from the Web, are annotated surprisingly inconsistently. Our finding urges more research on domain adaptation and transfer learning (Ruder, 2019) for argument mining to address this issue.
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