Abstract
This notebook documents our participation in the Argument Retrieval for Controversial Questions subtask of Touché 2021. We submit five runs tackling argument retrieval with four different methodological paradigms: (1) a Dirichlet-smoothed language-model with filtering of low-quality arguments, (2) two learning to rank approaches using argumentative features, (3) a reranking approach that casts argument-retrieval as a question-answering (QA) task, and (4) a transformer-based query expansion method that enriches the query with topically relevant keywords.
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1. Introduction
The web has evolved into a participatory resource, where sharing one’s opinion is as easy as the click of a button [1]. Retrieval systems, traditionally optimized for ad hoc retrieval, must increasingly deal with very subjective and nuanced user-generated content while providing users with deliberative information needs with the best arguments supporting or refuting their controversial questions. The args.me dataset [2] forms the testbed of the first Touché subtask on argument retrieval [3] helping researchers explore retrieval systems for controversial questions. The args.me corpus consists of more than 300,000 arguments mined from online debate portals, and ours is the task of retrieving the best—both in relevance and in quality—arguments pertinent to a given controversial question.

The current search landscape is not especially attuned to nuances such as those afforded by argument retrieval, usually preferring to let “the stakeholders compete for what opinion ranks higher” [4]. In this argumentative setting, a single document can no longer satisfy one query, just as surely as debates typically cannot be reduced to one morsel of text [5], but typically oscillate in a dialectical back-and-forth across orthogonal dimensions of quality: logical, rhetorical, and dialectical [6]. A deliberative information need can therefore only be satisfied by a diverse set of documents. The ability to specifically handle the arguments embedded within those documents is an attempt to address that problem using computational argumentation analysis [4, 7, 8].

Having recognized the non-trivial nature of the task and being allowed a maximum of five runs to be submitted for human judgment, we deemed it prudent to diversify our solutions.
so doing, we can judge and compare the merits of each method and better understand where future efforts ought to be invested.

The first run we submit uses Elasticsearch’s LM Dirichlet\(^1\) similarity module with default parameter values, that is a language model with Dirichlet smoothing [9] with an additional filtering step that removes low-quality documents from the set of results. Our second and third runs rerank the top-100 results of Elasticsearch’s LM Dirichlet similarity with LambdaMART [10] using 4 respectively 9 features. The fourth run we submit relies on the hypothesis that the tasks of question answering and argument retrieval are close enough for a solution of the latter to be based on methods developed for the former. To that end, we rerank the documents retrieved by the first run using the question-answering variant of Google’s Universal Sentence Encoder [11, 12]. As fifth and final run, we submit a template-based—in Schick and Schütze’s [13] usage—query expansion method that enriches the original topic with a list of thematically related keywords.

2. Learning-based Reranking of Arguments

The five approaches to argument retrieval we study start from first principles. We develop an approach close the baseline DirchletLM model, but filtering low-quality arguments first, employ the well-known learning to rank approach LambdaMART with and without feature selection, and attempt to improve upon our previous approach based on neural query expansion.

2.1. Baseline: Multi-field Dirichlet-LM with Quality Filter

The surprising competitiveness of the baseline argument retrieval system [4] of last year’s workshop [14] makes this approach a natural choice for our most basic run. We index both the text field as well as the conclusion field of the args.me corpus using Elasticsearch’s probabilistic DirichletLM similarity module [9]. At retrieval time, we rely on the default behavior of the multi_match query\(^2\) to retrieve the top-1000 most relevant documents to every topic query.

However, from our last year’s experience, we recall that the args.me dataset it comparably noisy. To filter out noise from the retrieved documents, we begin by embedding the corpus using the transformer-encoder-based\(^3\) variant Google’s Universal Sentence Encoder [11] to embed each of the 387,740 arguments into a 512-dimensional space. Sharing only architectural similarities with BERT [15], the Universal Sentence Encoder uses the rule-based Penn Treebank Tokenizer as well as more explicitly semantically-aware pretraining tasks:\(^4\)

- **Skip-thought** is a self-supervised pretraining task, originally devised to use LSTMs to provide high-quality sentence vectors by training on a large amount of contiguous text [16].
- **Natural language response suggestion** imparts conversational awareness to the sentence encoder, which fits quite well to the task at hand. The goal of this supervised task is to predict the best short reply among millions of options in response to an email [17].

---

\(^1\)https://www.elastic.co/guide/en/elasticsearch/reference/current/index-modules-similarity.html#lm_dirichlet
\(^3\)https://tfhub.dev/google/universal-sentence-encoder-large/5
\(^4\)Both in contrast to BERT’s learned subword tokenizer and solely self-supervised pretraining signal
Table 1
Overview of the 31 learning to rank features used in our feature selection.

<table>
<thead>
<tr>
<th>Argument Text</th>
<th>Discussion</th>
<th>Argument</th>
<th>Query</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description</td>
<td>Count</td>
<td>Description</td>
<td>Count</td>
<td>Description</td>
</tr>
<tr>
<td>BM25</td>
<td>3</td>
<td>Discussion length</td>
<td>1</td>
<td>Premise length</td>
</tr>
<tr>
<td>DirichletLM</td>
<td>3</td>
<td>Number of premises</td>
<td>1</td>
<td>Argument position (abs.)</td>
</tr>
<tr>
<td>JelinekMercer</td>
<td>3</td>
<td>Premise length (mean)</td>
<td>1</td>
<td>Argument position (rel.)</td>
</tr>
<tr>
<td>IB</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DFI</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DFR</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USE_QA_T_C</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USE_QA_T_T</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- *Stanford natural language inference* is a labeled dataset [18] of 570,000 sentence pairs. This can be seen as a supervised variant of BERT’s next sentence prediction pre-training task. In this instance however, entailment, contradiction, and irrelevance are explicitly labeled in the data itself, rather than implied by the relative position of two sentences in an unlabeled corpus of contiguous text.

We then cluster these 387,740 dense vectors using the scikit-learn [19] implementation of k-means with default arguments and number of clusters set to a heuristically chosen value of 100. Proceeding to manually labeling each of the clusters, we observe they carry both syntactic as well as semantic coherence. For this approach, we are interested in those clusters that correspond to noise. They tend to exhibit syntactic coherence, like, for instance, a cluster that consists of YouTube links, or another that consists solely of repeated short idiosyncratic phrases one tends to find on online debate websites (e.g., “I agree.”). Any argument belonging to a cluster that was identified as noise is filtered out of this and subsequent runs.

2.2. Learning to Rank: LambdaMART

We submit two learning to rank runs with LambdaMART [10] trained on subsets of 31 features belonging to 5 different feature classes. Table 1 provides an overview of the 31 features grouped by the 5 feature classes. Overall, we implement 21 features that calculate the similarity between (parts of) an argument and the query (labeled as argument text features in Table 1). These 21 argument text features consist of 6 retrieval models implemented in Elasticsearch, for which we produce 3 separate features per text field available in the args.me corpus (the premise, the conclusion, and the argument’s topic), plus the retrieval scores of our 3 remaining runs (our DirichletLM baseline, USE_QA_T_C, and USE_QA_T_T). Additionally, we have 3 discussion features: (1) the length of a discussion, (2) the number of premises in a discussion, and (3) the mean length of premises of the discussion. While these discussion features are independent of the query, they can help build different rankers for different kinds of queries [21] (as determined by our query features) by dedicating different subtrees to different queries or discussions. Similarly, we have 3 query independent argument features: (1) the length of the premise, and (2) two features that specify the absolute, respectively the relative position of the argument in the discussion. Both discussion and argument features become only useful through our three
query features: (1) the number of words in a query, (2) the number of concepts, and (3) the number of entities (concepts and entities as determined with Babelfy [22]). LambdaMART can dedicate different subtrees to different kinds of queries using the query features, e.g., for highly ambiguous queries (e.g., many entities), LambdaMART could learn that arguments from long discussions (many arguments) may be better suited than short discussions. As the last and lonely feature in our other category, we have the Boolean feature of whether an argument is in the garbage cluster as determined by our argument clustering or not.

We use the 31 features in a traditional learning-to-rank pipeline, reranking the top-100 results of our Multi-field Dirichlet-LM with LambdaMART. We train our model on the Task 1 relevance labels from Touché 2020 [14], discarding relevance labels that are not retrieved by our first-stage retrieval. The removal of relevance labels not occurring in our first-stage retrieval reduces the available training data from 2,298 labels to only 996 labels, but is necessary since we otherwise risk to introduce the selection bias found in the classical LETOR dataset [23] to our models (by showing the model many documents outside of the first-stage retrieval that it would never see during testing). We train all our LambdaMART models with RankLib [24] leaving all settings to their defaults.

Since we only have 996 labels to train and validate our model, we run a greedy feature selection algorithm on our 31 features to reduce the risk that our trained LambdaMART models overfit. In a 5 fold cross-validation setup (using the topics 1–10, 11–20, 21–30, 31–40, and 41–50 as folds), we start by selecting the feature with the highest nDCG@5 on our 996 labels. Afterwards, we select the next features by comparing the validation score of a LambdaMART model trained on the already selected feature(s) with remaining feature candidates, choosing always the feature with the highest mean nDCG@5 overall validation partitions of our 996 labels. During the execution of this greedy feature selection, we find that a set of 4 features (premise.dirichlet, is_garbage, conclusion.dfi, baseline) and a set of 9 features (the aforementioned 4 plus conclusion.bm25, premise.bm25, discussion_length, topic_string.dfi, num_premises) obtain the best validation scores in our experiments. For these two feature sets, we train two LambdaMART models without cross-validation using the first 40 topics for training and the remaining 10 topics for validation, yielding to our two LambdaMART runs: (1) lambdamart_small and (2) lambdamart_medium.

2.3. Reranking: Universal Sentence Encoder for Question-Answer Retrieval

This approach assumes argument retrieval to be sufficiently similar to question-answering (QA) to warrant the instrumentalization of off-the-shelf QA technology to retrieve arguments. We specifically use a retrieval question-answering variant of the Universal Sentence Encoder [12] used in Section 2.1. That model\(^5\) consists of two separate encoders, one meant to encode a question and the other meant to encode a candidate response. Both question and candidate response are then projected into a 512-dimensional space where Euclidean distance is inversely proportional to how well the candidate response answers the question. We use the result set from Section 2.1 to embed every retrieved document using the response embedder. We then encode every topic query with the question embedder and compute the dot product of every document with every topic that retrieved it, then re-rank the arguments using this score.

\(^5\)https://tfhub.dev/google/universal-sentence-encoder-qa/3
2.4. Query Expansion: Pattern-based RoBERTa Keyword-Generation

This approach is a refined version of the method we employed in the previous iteration of the workshop, as described in Section 3.2 in [25]. This approach employs a pattern (in that sense introduced by Schick and Schütze [13]) that embeds the topic into an argumentative dialectical context. We employ the list of patterns listed in Table 2. For every masked token of every template, we retrieve the top-20 most likely tokens returned by the masked-language-model head of RoBERTa [26]. This leaves us with 26 such top-20 lists of keywords which we combine into a single count dictionary indexed by keyword. We then concatenate all keywords into a single string, boosting each one by its count from the dictionary, concatenate that result with the original topic query to form a new query which is then submitted to the retrieval system from Section 2.1. Consider the example topic “Should professors get tenure?” and a truncated list of the keyword dictionary this method generates:


Table 2
Masked language model templates for query expansion. The masks (<mask>) indicate where the language model is tasked with guessing the most likely word out of its vocabulary.

<table>
<thead>
<tr>
<th>Stance</th>
<th>Template</th>
</tr>
</thead>
</table>
| Positive | - <query>  
- Yes, because of <mask> and the benefits of <mask> <mask>  
- <query>  
- Absolutely, I think <mask> <mask> is <mask>  
- <query>  
- Yes, <mask> is associated with <mask> during <mask>. |
| Negative | - <query>  
- No, because of <mask> and the risk of <mask> <mask>.  
- <query>  
- Absolutely not, I think <mask> <mask> is <mask> <mask>  
- <query>  
- No, <mask> is associated with <mask> during <mask>. |
| Neutral  | - <query>  
- What about <mask> or <mask> <mask>  
- <query>  
- Don’t forget about <mask> and <mask> <mask>  
- <query>  
- This brings <mask> and <mask> to mind |

Table 3
Overview of the retrieval effectiveness in terms of relevance measured with nDCG@5. On the left, we report the mean nDCG@5 and confidence intervals of our 5 runs and two baselines and the winning run. On the right, we show violin plots for our 5 submitted runs with the median nDCG@5 highlighted.

<table>
<thead>
<tr>
<th>Run</th>
<th>nDCG@5</th>
<th>CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best team (Elrond)</td>
<td>0.720</td>
<td>[0.654, 0.782]</td>
</tr>
<tr>
<td>LambdaMART (small)</td>
<td>0.678</td>
<td>[0.607, 0.746]</td>
</tr>
<tr>
<td>LambdaMART (medium)</td>
<td>0.647</td>
<td>[0.573, 0.714]</td>
</tr>
<tr>
<td>DirichletLM filtered</td>
<td>0.626</td>
<td>[0.557, 0.696]</td>
</tr>
<tr>
<td>Baseline DirichletLM</td>
<td>0.626</td>
<td>[0.550, 0.691]</td>
</tr>
<tr>
<td>Baseline args.me</td>
<td>0.607</td>
<td>[0.536, 0.679]</td>
</tr>
<tr>
<td>Query expansion</td>
<td>0.577</td>
<td>[0.497, 0.646]</td>
</tr>
<tr>
<td>Question answering</td>
<td>0.557</td>
<td>[0.498, 0.615]</td>
</tr>
</tbody>
</table>

3. Evaluation
We evaluate our five submitted runs and two official baselines using the official human judgments provided by the Touché organizers [3]. The official judgments provide quality and relevance labels for arguments using a top-5 pooling strategy. Hence, we follow the official evaluation and report the normalized discounted cumulative gain at a depth of 5 (nDCG@5) for the quality and relevance dimension. We include the two official baselines (one using a Dirichlet-based probabilistic similarity and the other using the args.me search engine API) into our evaluations.

Table 3 provides an overview of how well each of our runs performed in terms of relevance measured at nDCG@5. Both LambdaMART runs improve upon the baseline DirichletLM which re-ranks the top-100 results. We observe that the LambdaMART (small) model with only 4 features is our best run in terms of relevance, obtaining substantially better nDCG@5 scores than baseline DirichletLM, and the LambdaMART (medium) model with 9 features. The substantial improvement in nDCG@5 (0.031 in the mean and 0.029 in the median) of the LambdaMART (small) model over the LambdaMART (medium) model indicates that 9 features already yield some overfitting in our cross-validation setup (which is plausible given only a few relevance labels were available). Still, we find that the DirichletLM implementation of the best team (obtaining an nDCG@5 of 0.720) substantially outperforms our LambdaMART models, indicating that improving the LambdaMART models using better features and more training data (which become available next year) is still possible. On the other side of the spectrum are template-based query expansion and re-ranking based on question answering, both of which exhibit worse effectiveness—respectively 0.577 and 0.557—in relation to the baseline which they both rely on. A satisfactory explanation lies in the unsupervised nature of both approaches and the absence of any fine-tuning on the argumentation domain. We expect both these approaches to improve by using human relevance judgments as a training signal.

Table 4 provides an overview of how well each of our runs performed in terms of quality measured at nDCG@5. We observe a correlation between quality and relevance: the ranking of our solutions along either dimension only differs in that the LambdaMART models exchange places. The LambdaMART (medium) model retrieves higher-quality arguments than its counterpart with 4 features—respectively 0.810 and 0.804 (mean nDCG@5). This correlation seems to imply a relation between the quality of an argument and its relevance to a particular topic.

---

7 https://www.args.me/api-en.html
### Table 4
Overview of the retrieval effectiveness in terms of quality measured with nDCG@5. On the left, we report the mean nDCG@5 and confidence intervals of our 5 runs and two baselines and the winning run. On the right, we show violin plots for our 5 submitted runs with the median nDCG@5 highlighted.

<table>
<thead>
<tr>
<th>Run</th>
<th>nDCG@5</th>
<th>CI [95%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best team (Heimdall)</td>
<td>0.841</td>
<td>[0.803, 0.876]</td>
</tr>
<tr>
<td>LambdaMART (medium)</td>
<td>0.810</td>
<td>[0.771, 0.847]</td>
</tr>
<tr>
<td>LambdaMART (small)</td>
<td>0.804</td>
<td>[0.765, 0.842]</td>
</tr>
<tr>
<td>Baseline DirichletLM</td>
<td>0.796</td>
<td>[0.755, 0.838]</td>
</tr>
<tr>
<td>DirichletLM filtered</td>
<td>0.796</td>
<td>[0.756, 0.833]</td>
</tr>
<tr>
<td>Query expansion</td>
<td>0.779</td>
<td>[0.735, 0.817]</td>
</tr>
<tr>
<td>Baseline args.me</td>
<td>0.717</td>
<td>[0.657, 0.768]</td>
</tr>
<tr>
<td>Question answering</td>
<td>0.624</td>
<td>[0.566, 0.685]</td>
</tr>
</tbody>
</table>

### 4. Summary
Our participation in the first subtask of Touché 2021 consisted of five runs spanning four categories. First, we rely on the robustness of a multi-field retrieval DirichletLM index to return arguments from the args.me corpus, which we additionally sanitize using embeddings from Google’s Universal Sentence Encoder, clustered using k-means. Second, we submit two runs generated with the feature-based learning to rank model LambdaMART, leveraging 4 respectively 9 features trained on Touché Topics 1 through 50 published in 2020. Third, we re-rank the results of the first method, using a score returned by a question-answering expert model, with the assumption that argument retrieval is close enough to the modality of that model to warrant such a use. Fourth, we leverage RoBERTa’s masked language modeling ability to generate a weighted list of topical keywords that can be used to augment the original query. Altogether, the LambdaMART models outperform the baseline, yet there is still room for improvement compared to the effectiveness of the respective best-performing approaches submitted.
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